CONTENT OR CONTEXT MODERATION?
Artisanal, Community-Reliant, and Industrial Approaches
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EXECUTIVE SUMMARY

Platform companies are increasingly being called upon to make ethical decisions regarding speech, and in response, the public is becoming more interested in how content moderation policies are formed by platform employees. At the same time, interest in this topic has overwhelmingly focused on major social media platforms, such as Facebook, which is a rare type of organization when considering content moderation. This report investigates the differences between platform companies of various sizes and examines the tensions and tradeoffs organizations must make as they set rules and guidelines for content online.

Through an interview study with representatives from 10 major platforms, this report explores the resource gaps, in terms of diversity and amount of personnel and technology, which exist in platform companies of different missions, business models, and size of team. In particular, it focuses on three different models of content moderation:

1) **Artisanal**, for platforms such as Vimeo, Medium, Patreon, or Discord;
2) **Community-Reliant**, for platforms such as Wikimedia and Reddit; and
3) **Industrial** approaches, for platforms such as Facebook or Google.

As these companies make content policy that has an impact on citizens around the world, they must carefully consider how to be sensitive to localized variations in how issues like context-based speech, like hate speech and disinformation, manifest in different regions and political circumstances. At the same time, due to the scale at which they are operating, these companies are often working to establish consistent rules, both to increase transparency for users and to operationalize their enforcement for employees. This report contends that the three different approaches prioritize this balance between context-sensitivity and consistency differently, depending on resource needs and organizational dynamics.

Understanding these differences and the nuances of each organization is helpful for determining both the expectations we should be placing on companies and the range of solutions that need to be brought to bear, including existing legislation such as Section 230 of the Communications Decency Act in the United States and the NetzDG rule in Germany. This is important for the artisanal organizations that need to formalize their logic to address concerns more consistently. And it is also important for the industrial-sized operations that need to translate values into training and evaluations while being sensitive to the individual differences of content, such as hate speech and newsworthiness.
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INTRODUCTION

In 2012, journalist Adrian Chen published an article describing a workforce most individuals did not know existed: content moderators. “Anti-Porn and Gore Brigade” described the outsourced workers Facebook contracted who operated remotely from Turkey, the Philippines, Mexico, and India to review content flagged as violating their community standards. Chen's article was a response to then-recent controversies around Facebook's content moderation. A public outcry over “censorship” had arisen when journalists had uncovered evidence that the company had been removing content that was widely considered acceptable in the US, such as images of women breastfeeding or two men kissing. A lot has happened since then. Concerns about the rise of hate speech and disinformation have increased the amount of public scrutiny being placed on search engine and social media companies that are responsible for mediating much of the world’s information. Part of this scrutiny concerns the lack of transparency into the content moderation rules and a lack of visibility into how platforms are developing these rules. In 2017, journalist Julia Angwin's piece for ProPublica – “Facebook’s Secret Censorship Rules Protect White Men but Not Black Children” – hit at the heart of the debate, highlighting how tech companies, when made responsible for establishing the difference between hate speech and political expression, often search for straightforward, consistent calculations, which are all too often divorced from historical and cultural contexts. In 2018, an investigation of content moderation at Facebook by British broadcaster Channel 4 showed the other end of the spectrum. Leaving content moderation decisions largely to the discretion of individual workers can lead to rules being applied inconsistently, letting through images of child abuse and instances of hate speech.

Concerns about the rise of hate speech and disinformation have increased the amount of public scrutiny being placed on search engine and social media companies that are responsible for mediating much of the world’s information.
Platforms are increasingly being called upon to make ethical decisions regarding speech. Within the United States, technology companies are largely given the leeway to set their own standards for content, as outlined in Section 230 of the Communications Decency Act. Section 230 provides platforms or “interactive computer services” with limited liability for most types of content posted by their users. However, there has been a rise in the public scrutiny of how platforms are making these decisions. This scrutiny has largely been directed toward Facebook, which has been the subject of numerous investigations following the rise of disinformation on the platform. However, attention has also been paid by media and government representatives to other large platforms such as YouTube and Twitter for both their role in facilitating disinformation and the power they have to filter online speech. Due to public attention concerning the use of platforms to organize and coordinate major politically extremist events like the Unite the Right rally in Charlottesville, Virginia, even smaller platforms, such as Patreon and Discord, have been called upon to draw clearer lines regarding what speech is allowed on their platform. Such lines are embedded in the rules outlined within the community guidelines documents that serve as the public-facing rules for individual users. While publicly accessible, this component of a site’s Terms of Service has been criticized for being too vague and opaque for platforms that govern speech for users all over the world. Less is known about how these policies are then deployed through a set of practices referred to as content moderation, which can include banning or removal of content or accounts, demonetization (on platforms like YouTube), de-ranking, or the inclusion of tags or warnings against problematic content.

Most platform companies keep their content moderation policies partially, if not mostly, hidden. Sarah T. Roberts, notes this contributes to a “logic of opacity” around social media moderation, that serves to make platforms appear objective, driven instead by “machine/machine-like rote behavior that removes any subjectivity and room for nuance,” inoculating companies from any “large-scale questioning of the policies and values governing...

For all of their power to shape what we see and do not see online, the public is made most aware of the realities of content moderation only when such processes break down and reveal the complex and fraught decisions being made behind the scene.

5 47 U.S. Code § 230
6 See The Guardian’s Facebook Files as an example.
decision-making."10 Scholars Kate Klonick11 and Tarleton Gillespie12 have also written about the invisible network of decision-making and platform governance that shapes what users see online. Klonick refers to platforms and moderation teams as the “New Governors” and argues they are part of “new triadic model of speech that sits between the state and speakers-publishers,” that she argues are “private self-regulating entities that are economically and normatively motivated to reflect the democratic culture and free speech expectations of their users.”13 In his 2018 book, Gillespie describes the careful balancing acts of platforms as they weigh competing cultural values against each other to draw clear lines in blurry cultural environments.14 It has become clear that, for all of their power to shape what we see and do not see online, the public is made most aware of the realities of content moderation only when such processes break down and reveal the complex and fraught decisions being made behind the scene. This work has been undeniably helpful in shedding light on part of an industry that has been largely out-of-view.

This report builds on these understandings of content governance by looking at organizational dynamics within platform companies to examine how companies resolve creating consistent rules, while being contextual and localized, at different scales of operation. This report presents findings from interviews with 30 key stakeholders across platform companies, civil society, news media, fact-checking and verification organizations, and government. For the purposes of this report, I will primarily focus on responses from representatives of platform companies, both large and small, from a variety of positions on policy and technology teams.15 Interviews focused on how key policy personnel and product managers describe their approach to creating and enforcing standards for their communities. In addition, this report analyzes public statements made by platform representatives at the two Content Moderation and Removal at Scale conferences, hosted by Santa Clara University School of Law on February 2, 2018, and in Washington, D.C., on May 7, 2018. There are, of course, limitations with relying on statements made by public representatives of corporations; for instance, due to the opacity of much of content moderation policy, I often had to take their statements at face value. My interest, however, was more with how they framed the challenges they were facing publicly, which may contravene current dominant narratives in the public-at-large.

---

15 A full list of platforms we interviewed include Microsoft (Bing), Facebook, Google News, Reddit, Twitter, Vimeo, Patreon, Discord, Wikimedia, and Medium.
My focus is how key individuals in policy and technology development are creating standards for speech on their platform. I do not address how content is reported by users, nor labor concerns (which have been outlined by scholars such as Sarah T. Roberts and journalists such as Adrien Chen). Rather, I analyze how policy developments unfold within the organizational dynamics of specific platform companies that have emerged in prevalent discourse within content moderation communities. Based on this research, I separate platform companies into three distinct groups: (1) **Artisanal approaches** (a term which originated with the industry itself) such as Medium, Vimeo, Patreon, and Discord; (2) **Community-reliant approaches** such as Wikimedia and Reddit; and (3) **Industrial approaches**, which have been described by Tarleton Gillespie, and include major companies such as Facebook and YouTube. Across these categories, policy representatives navigate similar tensions, particularly between establishing **consistent rules for content and being sensitive to localized contexts for speech**. Taking a comparative approach across platforms, I was able to see when different models of content moderation policy tended to prioritize consistent rules or to be sensitive to the context of speech differently; for instance, industrial models prioritize consistency and artisanal models prioritize context. This tension between consistency and context reveals an important risk: What is lost when platforms are asked to formalize their rules too quickly? In many cases, the decisions made on content moderation standards are hard-coded into organizational practices, used to train thousands of new workers, and eventually transformed into automated flagging systems. At the same time, policies that rely too heavily on context risk being construed as targeting certain groups and individuals, particularly when these policies cannot be implemented at scale.

Understanding these differences and the nuances of each organization is helpful for determining both the expectations we should be placing on companies and the range of solutions that need to be brought to bear. This is important for the artisanal organizations that need to formalize their logic to address concerns more consistently. And it is also important for the industrial-sized operations that need to translate values into training and evaluations while being sensitive to the individual differences of content, like hate speech and newsworthiness. This white paper provides a cross-platform analysis of content moderation policy teams to explore how differences, in terms of size, value, and missions, inform approaches to content moderation. I will first unpack why different stakeholders (both internal to companies, and external, such as governments) are finding it necessary to differentiate between platform companies. Following that, I will explore the organizational dimensions of platform companies and the tensions artisanal, community-reliant, and industrial face as they work to establish consistent rules on their
platforms while working to be sensitive to local, contextual concerns. Lastly, I will place organizational dynamics in conversation with existing and emerging regulation, particularly Section 230 within the United States and the NetzDG rule in Germany.
WHAT ARE PLATFORMS, ACCORDING TO WHOM?

The term “platform” is the most popular way to refer to online intermediaries, though it remains vague and unhelpful to governance or accountability conversations. This is because so many different companies working as online intermediaries, operating in so many different industries (from media, such as Facebook, to transportation, such as Uber) have, unhelpfully, adopted the term to appear neutral, evade regulatory classification, or avoid the normative or professional standards that may come with a given domain. Over the past few years, several scholars have attempted to define and classify “platforms” in order to clarify questions of their regulation and oversight, though the term remains slippery. In compiling this report, I was guided by Tarleton Gillespie’s feature-based approach to defining platforms. Platforms are online sites and services that “host, organize, and circulate users’ shared content or social interactions for them,” without producing much of that content, built on an infrastructure for processing data (for multiple purposes), and that (most importantly) “moderate the content and activity of users.” Within these broad parameters, however, platforms still vary widely, both in terms of functions for users (e.g., search and social media) and industry (e.g., content and media, ride-sharing, payment apps, hostelry), making them difficult to define, regulate, and oversee.

Regulators should know that platform companies themselves are becoming wary of the slipperiness of the term. As behemoth companies like Facebook are continually excoriated for enabling the spread of false information, disinformation, and hate speech, other companies are seeking to distance themselves from what they feel are problems specific to social media. The companies I spoke with were incredibly diverse in terms of missions, business models, and size of both user bases and workers. Representatives frequently pointed to these diverse factors to note that regulations that do not consider differences between platforms threaten to “lump all the technology together in ways that do not make

23 A number of interviews with representatives touched on this. One representative from Vimeo noted that there would have to be a “different solution for every platform, because every platform is a little bit different….answering these really tricky, amorphous problems with really seeping overly broad legislation never worked out well, and I don’t see that changing in the future.”
good sense ... and fail to recognize that users will have very different purposes for accessing information on different types of platforms." The argument that legislation could be overly broad and unintentionally limit an industry is a familiar complaint from private companies worried about regulation. However, this concern was echoed by representatives from civil society organizations, like the Anti-Defamation League (ADL), who have sought to make platforms more accountable for issues like hate speech. Brittan Heller, the director of the Technology and Society project at ADL, acknowledged that each tech company faces unique problems “based on their business model, their target market, and the age, size, and maturity of their business.” Platforms themselves worked to differentiate between their companies, tactically focusing primarily on features of the technology, business model, and size of company (particularly for their content moderation policy and enforcement teams). These attempts at differentiation highlight the difficulties in comparing platforms of different size and scope, creating new concerns for regulation that was previously constrained by the lack of differentiation contained within the term “platform.” Attempts to highlight differences between their company, and others, might therefore be tactical but are important to keep in mind as regulators and civil society actors (and technology companies) work to draw boundaries around this industry.

Some representatives differentiated their platforms according to the features of the technology itself. A representative from the search engine Bing saw the function of search engines as being fundamentally different from social media and inherently more intertwined with democratic ideals, such as an informed citizenry. He noted that “search is unique” because people come to the site with a query and are not pushed content as they are with social media. Furthermore, search engines do not host content on their own, but rather serve as a way users find and access third-party content. This distinction is important, because although Bing uses content moderation for features like autocorrect, according to Gillespie’s definition of platform, which “host, organize, and circulate,” search engines do not qualify as platforms in the same sense as a social media company, or even an online encyclopedia, such as Wikipedia. This representative also differentiated search engines by noting the democratic potential for search because it is a “way that people can find divergent ways of thinking or unpopular points of view.” An advertiser I spoke with confirmed that advertisers themselves look at the features of search and social media very differently when deciding where to spend money; search engines were referred to as “intent platforms” where you can target advertising directly based on something you know an individual is looking for, versus social media, which is considered an “interruption platform”

---

24 Interview with Michael Golebiewski, senior program manager at Microsoft Bing.
25 Interview with Brittan Heller from the Anti-Defamation League.
27 Interview with Michael Golebiewski, senior program manager at Microsoft Bing.
where users have to be interrupted and persuaded to “doing something” different. These experts made a connection echoed by scholar Philip M. Napoli in his (forthcoming) text: that social media has become a “push medium,” not unlike broadcast television, rather than the “pull medium” that was associated with the early internet.

Some companies differentiated themselves according to their **business model and revenue sources**. Representatives from companies that have eschewed advertising claimed that it is a reliance on advertising revenue and click-based metrics that makes platforms susceptible to manipulation. A representative from blogging platform Medium stressed that it is not advertising-based, but rather subscription-based, exempting it from the same risks and harms as platforms like Facebook and Google. Medium moved away from the ad-driven model intentionally; their representative explained, “There is a misalignment of incentives between what value the reader gets and what we’re getting as a platform, as a distributor trying to optimize for quality… it wasn’t going to work.”

A representative from Wikimedia, a nonprofit with 501(c)(3) status in the United States, noted that its revenue model may insulate it from some of the problems that come from ad-revenue (though they were quick to acknowledge some minor issues with bots, and larger concerns with harassment). A representative from Vimeo echoed a similar sentiment, saying that it is ads that drive many of the content concerns around inflammatory content. “It really does change the game not being advertising supported, and not having that kind of direct revenue sharing [like YouTube]. We don’t have Logan Paul on our platform. We don’t have the same people who are seeking fame, and the advertising dollars attached to those high numbers.” Instead, Vimeo also works as a subscription-based model, which they think attracts a different clientele — “A lot more professional users.” Though the platform has acknowledged issues with extremist content in the past, they say they have largely been spared disinformation and “fake news” problems because of their financial model.

For the most part, however, the major point of differentiation was **scale of company**, in terms of user base, number of employees, and specifically the size of content moderation teams. Most of the work that has been done thus far by scholars and journalists on content moderation for online content platforms have focused on three relatively large

---

29 Interview with David Herrmann, founder of Social Outlier.


31 Interview with Alex Feerst, head of legal at Medium.

32 Interview with Alex Feerst, head of legal for Medium.com.

33 Interview with Sean McGilvray, director of legal affairs and Trust and Safety at Vimeo.


US-based companies: Google (including YouTube), Twitter, and Facebook. These companies operate on a massive scale within the United States and beyond. Google and Facebook have reported having billions of users. Relatively, Twitter is much smaller – at 330 million active users – but is still viewed as important geopolitically, probably because of its role in political actors communicating with followers. Other platforms, like Discord or Reddit, are much smaller, though some also boast hundreds of millions of active monthly users.

In discussing what affected their approach to addressing content issues such as disinformation and hate speech, representatives of these platforms put the most emphasis on the size of the content moderation teams. Facebook has committed to having 20,000 workers in their content moderation and policy teams by the end of 2018, and a representative for Google stated publicly that Google has 10,000 individuals working in content moderation for YouTube alone. The team sizes for the other platforms I interviewed are much smaller. Patreon, a crowd-funding platform often used by alternative media producers, has a policy team of six full-time members, serving around 100,000 creators around the world. Discord now has 10 full-time staff members who handle Trust and Safety and content moderation and removal, addressing between 600 and 800 videos per day. Representatives from Medium informed us their team size is anywhere from 5 to 7 individuals. Taking a much different approach, Wikimedia has a similar number of people developing policy inhouse, but it has more than 100,000 volunteer editors who actively moderate for the site. Reddit and Vimeo declined to give firm numbers but stressed that content moderation is only a fraction of their overall companies, with Vimeo stating “we have a lean and mean team.” This resource gap between team sizes and user bases are at the root of platform companies’ concerns over content moderation regulation. Evan Engstrom, executive director of Engine, an advocacy organization for startups, told me that laws will have to take into account these resource gaps, noting that even larger-scale platforms with more employees and better automated detection technologies vary widely between them: “Even

---

36 Twitter is actually a much smaller company in terms of user base (around 336 million monthly active users in the first quarter of 2018, according to Statista); however it has been included in things such as congressional hearings, most likely due to its use by key political figures (including President Donald Trump) and to concerns about Russian propaganda and bots on the platform. (See https://www.statista.com/statistics/274564/monthly-active-twitter-users-in-the-united-states/ for user statistics.)


39 Comments by Nora Puckett at the Content Moderation at Scale conference in Washington, D.C., on May 7, 2018.

40 Interview with Colin Sullivan and Agnes Evrard from Patreon. Sullivan also expressed concern about a lack of resources to do this kind of work, saying, “The reason why I think size is a useful thing to think about is it’s a reflection of the resources available to that platform to actually comply with something.”

41 Email correspondence with Sean Li from Discord.

42 Interview with Alex Feerst, head of Legal from Medium.

43 Interview with Jacob Rogers, senior legal counsel for Wikimedia.

44 Interview with Jessica Ashoosh, director of Policy at Reddit Inc.

45 Interview with Sean McGilvray, director of legal affairs and Trust and Safety at Vimeo.
when you’re talking about volume, high volume, within a specific industry where other companies might have a similar need. Not every company is going to have the resources to engage in these types of practices." 46

In many cases, platforms are trying to achieve this balance and draw lines around “content” by first drawing lines around their user base and audience. In this sense, platforms are continuing their move from a “public square” model, where all speech (no matter how objectionable) is theoretically encouraged, toward one which embraces limited restrictions on its users. To some degree this has always been the case. All platforms had content rules at their outset (for instance, against illegal content and copyright protections which were introduced early on), and many platforms have been slowly incorporating new rules over the past two decades in response to growing public concerns about issues like terrorism and extremist content, revenge porn and harassment, or cyberbullying. 47 Hate speech, and now disinformation, are included within this list of concerns. According to one representative I spoke with, the old “public square” strategy has been criticized due to its lack of protection for marginalized individuals driven off sites against content like hate speech and conduct like harassment. They preferred to embrace a “curated community approach” which frames standards as “we are a group, and we have x, y, and z ethical codes of how we treat each other.” This sentiment was confirmed by Monika Bickert from Facebook who told us the company is not necessarily working to just “balance between safety and free speech,” but rather establish standards for speech, “to create a safe community.”48

In making decisions about standards, platform companies are finding themselves caught between several competing tensions. On one hand, they are being asked to make their detailed content moderation rules available to the public. 49 On the other, they are being told that public rules can be easily gamed, with offenders carefully calibrating harassment to fall just short of moderation — a common problem, according to Brittan Heller of the ADL. 50 They are also increasingly having to make decisions in response to removal requests from foreign governments. This leaves them with a difficult choice, which is often framed by companies as a careful balance between respecting the sovereignty of a foreign nation or acceding to government censorship. The other option, to intervene and make decisions that preserve values they may hold (such as protecting the speech of LGBTQ users in areas where this speech is prohibited), was noted by one representative as being potentially interpreted as a Western corporation projecting their ideology abroad.51 However, across

46 Interview with Evan Engstrom from Engine.
48 Interview with Monika Bickert, head of global policy management from Facebook.
50 Interview with Brittan Heller from the Anti-Defamation League.
51 Interview with Alex Feerst, head of legal at Medium.
nearly all of the interviews with platform representatives, the greatest tension identified was how to be consistent in developing rules geared toward hate speech and disinformation, which tends to be highly contingent on local contexts and power dynamics.

**Balancing Context Moderation with Consistent Moderation**

The need to balance between consistency of rules, with being sensitive to local contexts, particularly for issues like hate speech and disinformation, is of particular concern when considering both the design of platforms and issues of scale.\(^{52}\) Preserving context is a major concern on platforms that tend to collapse it at every turn,\(^{53}\) both in terms of how individuals receive information (a post from your friend and a message from a news agency tend to look fairly similar) across cultures with different histories and power dynamics as well as in the reception of information by both other users and moderators. At the same time, maintaining some level of consistency between decisions is necessary both philosophically, for instance in ensuring rules are not applied arbitrarily or ensuring some sense of “justice,” and practically, as thousands of workers are on-boarded to address content concerns. Maintaining this balance is not necessarily unique to platform companies; both national and international law has historically struggled with tailoring prohibitions against content, like hate speech, to varying traditions and histories, while remaining “law-like” and establishing minimum standards.\(^{54}\) And yet, content policies are not law; they’re policy. This gives platform companies more leeway in applying their rules, while also largely hiding this process of policy development and enforcement from public view.

The need to balance between consistency of rules, with being sensitive to local contexts, particularly for issues like hate speech and disinformation, is of particular concern when considering both the design of platforms and issues of scale.

In content moderation, this challenge goes beyond developing rules to applying them. Particularly as a company scales, the review of content often happens far outside the context where it is produced. For a moderator to accurately assess whether content is hateful, they need to know the context of the content as it was made, including information about the individual making it, the target, and the environment, as well as linguistic or cultural clues they may not have access to (such as sarcasm, or newsworthiness). Moderators must also

---


be incredibly self-reflexive about their own context. As they work their way through the queue, moderators must not presume that viewers are seeing a particular post juxtaposed against the same hate speech, pornography, and crude humor they most recently reviewed.

Because of volume and job demands, moderators are often acting on all these factors in a few seconds (or less). One early employee of Facebook told us that making content moderation localized and responsive often required making decisions without sufficient information. He noted, “Who is historically disadvantaged with respect to whom is context dependent and situational,” citing an example of the difficulties of assessing hate speech against someone who is Japanese. Moderators must consider: “Are you historically advantaged because of Japanese imperialism in China, or are you historically disadvantaged because of the treatment of Japanese Americans in the United States?” To address these context concerns at the scale at which Facebook was operating at the time (a tiny 70 million users compared to today’s 2 billion), “you would have to hire everybody in India to look at all the content that was uploaded, and you still wouldn’t be able to do it.” This has led a number of platforms – Twitter, for example – to look for other signals to moderate content (e.g., comments and interactions) that can be used to call attention to problematic behaviors. However, these too can create context concerns. One Twitter representative noted that likes and replies can mean many different things in different circumstances, making decisions difficult to automate:

People seek attention in similar ways, and a spammer seeking attention looks a lot like a rapper who’s trying to drop their latest mix tape, and the people that reply look a lot like someone who is trying to engage in a targeted harassment campaign. Just because something is coordinated, doesn’t mean it’s bad.

How a platform company balances these tensions depends significantly on the organization of the content moderation team. Between small, large, and medium-sized teams, we found several consistencies across how moderators were alerted to, and dealt with problematic content. There were, however, significant differences in how these teams were able to adapt to cultural variations, such as linguistic divides in content, as well as their capacity in using artificial intelligence to automate content flagging and removal. As we think about potential mechanisms to oversee these companies as they make important decisions about the future of speech online, we should pay attention to organizational dynamics and the tradeoffs companies are making, often hidden from public view.

---

55 Interview with Craig Colgan (pseudonym), former employee at Facebook.
56 Interview with Del Harvey, vice president of Trust & Safety at Twitter.
When Craig Colgan\textsuperscript{57} first joined Facebook in 2008, content problems like hate speech, propaganda, and “fake news” were not the main focus of his work.\textsuperscript{58} Colgan initially took a job with the company in “user operations” — resetting passwords and helping users log in. The company was young, but it was growing quickly, expanding to new schools and markets. When Facebook lawyer Jud Hoffman started a new “elite” team called “site integrity operations,” Colgan saw an opportunity to get out of his tedious job.\textsuperscript{59} This team was Facebook’s first effort to do content moderation, which, according to Colgan, was built to deal with an influx of “blown off heads and naked people and all kinds of unfortunate things.” Starting off as 12 people sitting in a room, the team worked together to deal with content that none of them had ever had to encounter in their offline lives. The team quickly grew, coming to absorb the support teams where Colgan had gotten his start. By the time he left, 12 people had become 500. By the end of 2018, this team will have expanded to 20,000 people, with offices all over the world, though it is likely this number reflects a large percentage of contract-based, outsourced workers, not contained within the company.\textsuperscript{60}

For platform companies, “content moderation” constitutes an incredibly diverse range of organizational structures, rules, and motivations.

\textsuperscript{57} For select interviewees, we have used a pseudonym to protect their identities.
\textsuperscript{58} Interview with Craig Colgan (pseudonym), former employee at Facebook.
For platform companies, “content moderation” constitutes an incredibly diverse range of organizational structures, rules, and motivations. The teams that perform content moderation have a variety of names: Community and Fraud, Trust and Safety, and Law and Policy. For larger companies, such as Facebook, these teams are made up of several smaller teams, like Product Policy, Community Operations, Community Integrity, and Escalations. Smaller companies, which sometimes still serve millions of users, often have only one team for both policy development and policy enforcement. With teams as small as four, these organizations often rely on the same piecemeal or case-by-case approach to policy that Craig Colgan said was typical of Facebook in its early years.

Work like that done by Sarah T. Roberts, has explored, in particular, the labor and governance dynamics of what she refers to as “commercial content moderation,” describing a “set of practices with shared characteristics” where workers act as “digital gatekeepers for a platform...deciding what content will make it to the platform and what content will remain there.” In contrast to Roberts' work which focuses primarily on the major companies, this paper provides a comparative platform analysis across companies of different scales and governance models and explores differences between platform companies’ content moderation policies and practices.

We identify three major categories of platform companies according to their size, organization, and content moderation practices: (1) The artisanal approach, where case-by-case governance is normally performed by between 5 and 200 workers; (2) Community-reliant approaches, which typically combine formal policy made at the company level with volunteer moderators; and (3) The industrial approach, where tens of thousands of workers are employed to enforce rules made by a separate policy team. It is important to note these are not new categories, but rather emerge from the discourse used prevalently by platform representatives, and extends work done by Tarleton Gillespie in his book Custodians of the Internet, in which he notes the role that scale plays in approaches to moderation.

61 Comments made by Casey Burton, senior corporate counsel at Match, at the Content Moderation at Scale event in Washington, D.C., on May 7, 2018.
62 Comments made by Del Harvey at the Content Moderation at Scale event in Washington, D.C., May 7, 2018. Analysis taken from comments made by practitioners at the Content Moderation at Scale event in Washington, D.C.
63 Analysis taken from comments made by practitioners at the Content Moderation at Scale event in Washington, D.C.
64 Part of four parts that make up Facebook’s content moderation team, which includes Product Policy, Community Operations, Community Integrity, Escalations.
66 Gillespie’s full quote is: “This is not just a difference of size, it is fundamentally a different problem. For large-scale platforms, moderation is industrial, not artisanal.”
The Artisanal Approach

The field of artisanal organizations operating in the area of content is incredibly diverse and includes large-scale chat platforms like Discord, smaller user-generated content sites like Medium or Vimeo, and payment apps servicing media and content producers like Patreon. Therefore, while not as prominent as Facebook or Google, collectively these services are some of the main access points to information for many of the world’s internet users. And while the vast majority of content moderation teams use the artisanal approach, speaking with representatives from Medium, Discord, Patreon, and Vimeo, it was apparent much academic and policy work on content moderation does not address those platforms whose operations are artisanal.

Smaller-scale operations most often emphasize a hands-on approach to content moderation. Alex Feerst, head of legal for the blogging platform Medium, referred to their approach as “artisanal,” or (being tongue-in-cheek) as “small-batch,” to note that despite their more than 80 million users, their moderation approach is still done manually, “by human beings.” This is a stark contrast to the way a moderation company such as Facebook has been described in media reports. Other artisanal companies used similar language; Sean McGilvray, director of Legal Affairs and Trust and Safety at Vimeo, noted it reviews all flagged content “in-house” and further distinguished their practices from a company like Facebook: “We don’t have any third-party contractors. We don’t have a warehouse of people. We’re viewing every reported video.” Artisanal content moderation teams are therefore not just distinguished merely by their smaller size, but the degree to which content moderation is done *in-house* by employees within the company (opposed to contractors), and the limited use of automation and access algorithmic detection technologies.

Artisanal approaches are also limited in their use of automation. Representatives note how such technologies are used to help surface content for human review but not to make moderation decisions. Feerst stressed that outside of these limited categories, at Medium, “a human being looks at everything.” Vimeo, known for hosting more artistic content, said that automated tools present problems when prohibited content types are less clear-cut. This platform prohibits pornography but allows for nudity for artistic purposes. He said automated tools, even ones incorporating artificial intelligence and machine learning, cannot navigate the complexities involved in making this sort of decision, stating, “You’re never going to train an AI to recognize that. You can barely train a human to do it consistently, so I don’t see a machine taking over that initiative any time soon.”
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Companies using the *artisanal approach* often pride themselves for being able to be more responsive to the context in which speech was made.

Though these companies, like the larger ones, are wary of providing exact numbers, they emphasized just *how small* their teams are, both in developing policy and enforcing it. Content moderation teams can range from as incredibly small as four people, up to a few hundred. The smaller the team, the more “small-batch” the decision-making, with formalized processes becoming more concrete and ingrained as they grow larger. The Medium Trust and Safety team consists of between 5 and 10 people at any given time, which includes Feerst, head of legal, as well as engineers who design tools to scale up flagging and reviewing. Companies like Patreon and Discord have similarly small teams. Patreon has a policy team of four full-time members, serving around 50,000 creators around the world. Discord also has four full-time staff, addressing around 300 reports per day. In these settings, policy development is often occurring in the same space as policy enforcement, with the same few people responsible for responding to content and developing the rules for doing so. This means that content types that defy categories can often be discussed in-depth, using tactics like debates, or mock trials to better understand difficult-to-classify content. One legal counsel compared the model they took to a “common-law system” based on precedent, while others described a process similar to a *grounded theory* approach, a methodology used in the social sciences to inductively build up categories, through the aggregation of individual cases or data points.

Companies using the artisanal approach often pride themselves for being able to be more responsive to the context in which speech was made. Though some of these companies may have millions of users, many artisanal organizations claim to have a lower rate of reports for problematic content. Representatives attribute this to a combination of factors: business models, user populations, and content type. The lower reporting rate means these platform companies can take more time to review each post. Team members at Discord often spend “10 to 20 minutes” looking at the “servers” (the subcommunities in the Discord universe) where violations are occurring as opposed to the seconds given to a moderator at Facebook or YouTube. Though this approach gives moderators more time to determine context and react accordingly, other resource issues, such as limited language capacity outside of English, still constrain the ability of these companies to fully understand cultural and political contexts. They often have to be creative in how they
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localize their responses to issues that require localized knowledge. Some companies use translation tools (like Google Translate), while others contract specific human-led translation services.74 One company noted they make use of an informal network of experts – mostly academics – to solicit feedback on potential decisions.

The experiences of artisanal content moderation teams were consistently similar to those of early policy employees at major online content platforms. Craig Colgan described his early experiences in Facebook’s content moderation division as being similar to that of smaller platforms now, with a one-page list of informal rules, and workers “sitting in the same room or two rooms.”75 After a while, however, it became clear this model “wasn’t going to scale,” so Facebook worked to develop a more “comprehensive and systemic set of standards.” Nicole Wong, former vice president and deputy general counsel at Google offered a similar account of Google’s earliest days in 2004, on their limited content platforms: “There was effectively no moderation. There were customer support people who answered questions, but there were no true moderation policies, per se, other than for copyright and child pornography.”76 Over time, she said, key events (such as the Yahoo v. LICRA case, regarding the availability of Nazi paraphernalia globally) played an important role in developing policies, with formalization occurring over time as the platform grew.

Though they had fewer resources, they also had fewer reports, and arguably, lower stakes, reputationally and financially, if they failed to make a good decision. These companies also seemed to place an emphasis on learning from each case, developing rules more slowly over time, with little worry they would need to construct a black-and-white rule to be deployed by an algorithm (largely because they lack the requisite financial and technical resources, including enough data to train an algorithmic model). Because of this, their rules tend to be opaque and less consistent, leading to concerns about transparency and fairness in their application. Additionally, from our interviews, representatives also noted the significant organizational costs, such as employee resources to have debates or deep discussions, which must happen when taking on each case on its own, without having a set of formal overarching rules used by larger companies such as Facebook and Google to guide individual decisions. As these companies attempt to scale, and if they become subject to a rule like the NetzDG in Germany, they will have to actively add employees and formalize rules much faster than what was afforded existing major companies such as Facebook and Google.
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Community-reliant organizations are platform companies that have created structures for large groups of volunteer users to implement and add to the overarching policy decisions of a small team employed by the company. Because the users are doing a significant portion of the actual moderation, these organizations cannot be neatly understood by team size. Instead, these platforms must address a special set of moderation concerns that come from their entanglement with their volunteer moderators. Perhaps the most significant amount of existing scholarly research on moderation concerns such platforms — those with a combined approach between a parent company (in the case of Reddit) or organization (such as the nonprofit Wikimedia) and a large body of users. Scholars like Paul B. de Laat and Stuart Geiger have written extensively on how members of the Wikipedia community moderate both content and the conduct of its members (especially in curtailing harassment, a major issue for the Wikimedia platform). In his piece “The Virtues of Moderation,” James Grimmelmann analyzes Wikipedia and Reddit as sites of “distributed moderation,” and focuses on the role of norm-setting between members of the sites’ subcommunities.

Though nearly every speech platform relies on its users to aid in the process of moderation – primarily by flagging content for review – platforms like Wikimedia (the parent organization of Wikipedia) and Reddit rely on volunteer moderators much more substantially. Both organizations separate powers between the parent organization and its subcommunities, with the parent organization setting overarching norms and standards, which can be added onto by subcommunities contained within the site. Wikimedia is unique in their approach as both a nonprofit and an open-community-based model. Though representatives from the organization said they are willing to create policies regarding the conduct of editors (such as harassment), content decisions (aside from those on illegal or copyrighted content) largely remain out of their control. Content decisions are left almost entirely up to the discretion of admins and editors, a volunteer workforce of tens of thousands of active users who set rules “through a consensus process done over many years of building up policies,” according to one Wikimedia representative. When someone isn’t following a policy, or if there’s a conflict between editors, individuals can ask for review from admins or other third parties, but the Wikimedia Foundation is...
largely removed. A representative noted that the Wikimedia Foundation is only notified of violations if volunteers are having trouble addressing issues themselves, and “even then, we can’t always answer those questions either.”

A representative for Reddit compared their model to a “federal system” with baseline site-wide rules that must be obeyed by smaller subcommunities but can also be extended according to the discretion of sub-community moderators. This representative compared it to the distribution of federal and state powers within the United States: “Similarly to the U.S. Constitution, states are not allowed to have laws that are in contravention of the Constitution, and subreddits are not allowed to have rules that are in contravention of our site-wide rules.” These rules are high-level and general, prohibiting illegal content like sexually suggestive content involving minors, as well as involuntary pornography, harassment, the posting of personal or confidential information, and content that encourages or incites individuals to violence. Like other platform companies, Reddit did not provide concrete numbers for their in-house content moderation team but said “around 10% of the company is dedicated to fighting abusive content on the site, whether that abusive content is bad content posted by users or spam or bots.” The total company size is around 400. The number of volunteer moderators on the site is much larger than the portion of the company dedicated to moderation. In a study conducted for Microsoft Research in 2015, J. Nathan Matias found 91,563 unique moderator accounts, with an average of 5 moderators per subreddit.

Though the community-reliant model creates some problems as subcommunities with different norms interact on each site, policy managers from these companies/organizations tended to believe that enabling communities to make their own rules enabled a greater sensitivity to potential cultural context concerns that the parent organizations could not address on their own, which, it should be noted, also conveniently serves their business aims. Reddit in particular tends to only get involved if users disobey site-wide rules, leaving enforcement up to individual communities. Wikimedia’s policy to leave content decisions to the admins and editors of individual sites means that policies can often be quite localized, even though the foundation is based within San Francisco and complies only with laws that apply to them, such as the Digital Millennium Copyright Act. Jacob Rogers, senior legal counsel for the Wikimedia Foundation, made the case that the Wikimedia Foundation is not legally required to comply with non-United States laws, even if a majority of the Wikipedia sites users are coming from a specific region (Wikipedia sites are normally divided by language, not country). However, he notes that some regional
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or national laws are so entrenched that language-specific Wikipedia sites do tend to adopt them as norms regardless. As an example, he mentioned that the German language Wikipedia has policies about Nazi-related content, but Rogers clarified that there is no legal obligation to remove the content.

Though it affords greater leeway to individual communities to create and enforce their own standards, these models are typically criticized for relying primarily on volunteers, who are not compensated for the work they do. J. Nathan Matias has noted that relying on this unpaid and volunteer labor upholds “platform funding models” through reducing labor costs, and in policy, can even “limit [the platforms’] regulatory liability for conduct on their service while positioning themselves as champions of free expression and cultural generativity.” Users of these sites who volunteer to take on additional roles moderating or developing policy (or engaging in other moderation activities, like up-or-down voting or flagging) invest their own time and resources into the site, which can lead to complicated power dynamics when the parent organization makes an overarching change. In this sense as well, the relationship between volunteer workers and parent organization can be quite adversarial, with volunteers, who often have their own vision for the site, sometimes pushing back heavily against broad-level rules. This was seen in the case of interim CEO Ellen Pao with Reddit, who was the target of significant anger and harassment from Reddit users when decisions were made to ban harassing subreddits like “/r/fatpeoplehate.” This revolt eventually led to Pao’s resignation from the leadership position, raising questions about whether existing power inequalities among users and moderators of community-reliant sites doom content policies designed to combat harassment against (and thus increase speech of) marginalized communities.

The most relevant feature of community-reliant organizations is not just the size of the policy development team, nor the number of enforcers – though relying on volunteers often means they can surpass major companies such as Facebook and Google in terms of number of moderators – but rather the relationship between the parent organization and its volunteer moderators. In these organizations, a base set of rules is added on to by subcommunities, each with their own norms and standards. At least in a theoretical sense, the balance between making consistent rules and being sensitive to context is partly solved by this arrangement. The central organization sets minimum standards
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they should be able to enforce with subcommunities responsible for adopting specific rules in relation to their own communities. In practice, however, this seems to be much more complicated. Controversy and conflict about those base rules remain and, as in the case of Ellen Pao, the amount of ownership felt by unpaid moderators working for the company, can create divisions between the central organization and its users, as well as between different subcommunities that are at odds. In the end, the central organization often acts as a key mediator between communities, placing them in the same difficult position of drawing lines and setting clear standards as other companies are in setting rules about content.

The Industrial Approach

Public interest in content moderation has typically focused on a small number of larger companies – mainly Facebook and Google (YouTube primarily) – that have been called “industrial” due to their scale and number of users, the size of their content moderation teams, their operationalizing of rules, and the separation between policy and enforcement at their companies. These companies tend to have more resources and are continuing to add employees in content moderation rapidly. In light of concerns about disinformation and propaganda, Facebook has committed to expanding its content moderation team (including contracted organizations) from 10,000 to 20,000 by the end of 2018. At both Facebook and Google, policy development is separated from policy enforcement. Companies like YouTube (owned by Google) also separate teams in terms of expertise and language fluency so that content can be funneled to the appropriate individuals to moderate.

One of our respondents said the goal for these companies is to create a “decision factory,”

These larger companies typically began content moderation in the artisanal model and used this period of experimentation to develop rules that become more formalized, static, and inflexible. Part of this formalization has occurred due to rapid growth and a need to train workers who are being on-boarded en masse. These workers often make decisions about content far away from the context of the initial speech. Ensuring fair and consistent decisions often means breaking complex philosophical ideals about what constitutes
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One of our respondents said the goal for these companies is to create a “decision factory,” which resembles more a “Toyota factory than it does a courtroom, in terms of the actual moderation.” Complex concepts like harassment or hate speech are operationalized to make the application of these rules more consistent across the company. He noted the approach as “trying to take a complex thing, and break it into extremely small parts, so that you can routinize doing it over, and over, and over again.” In this sense, industrial organizations are large-scale bureaucracies, with highly specialized teams and distributions of responsibilities and powers. As Gillespie has noted, this spread of labor, often widely dispersed throughout the company and the globe, also leads to logistical challenges in transmitting information about changing policies. This includes information about policies’ effectiveness or accuracy being conveyed back to policymakers at the company.

These companies operationalize their content policies because of their size; the sheer scale of content that needs to be reviewed is hard to even fathom. According to Nora Puckett, the YouTube representative at the 2018 Content Moderation at Scale Conference in Washington, D.C., in the fourth quarter of 2017, YouTube removed 8.2 million videos from 28 million videos flagged, which included 6.5 million videos flagged by automated means, 1.1 million flagged by trusted users, and 400,000 flagged by regular users. According to that same representative, YouTube has 10,000 workers in their content moderation teams. Twitter, which is dwarfed by behemoths Facebook and Google, still has 330 million monthly users and billions of tweets per week. At the Content Moderation at Scale event, Del Harvey, vice president of Trust & Safety at Twitter, noted that with this kind of scale, catching 99.9% of bad content still means that tens of thousands of problematic tweets remain.

Industrial content moderation teams are increasingly using automated tools to flag content such as hate speech. Both Facebook and YouTube have disclosed that they are now using algorithms to find offensive content and take it down using “detection technology” before such content is even flagged by users, though this content is still subject to human review. In Facebook’s recent disclosures of automated takedowns of content, they stated that they had reported high rates of success for this detection technology in the areas of graphic violence (86%), nudity and adult content (96%), and spam (100%). For hate speech, the rate of success of automated technology is lower, but still significant, with detection technologies finding and flagging “around 38% of the content they took action on.”
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on for hate speech, through automated means.” Therefore, for content types that are considered less ethically ambiguous by the company, like spam/malware, child pornography, and terrorist propaganda (which requires its own investigation as to how companies are categorizing this type of content and the extent of false positives), rates of automated takedown are significantly higher. As evidenced by Facebook’s detection of issues like hate speech, companies may be exploring the use of automated technologies in these other domains.

When global platforms grow to be the size of Facebook or YouTube, maintaining consistency in decision-making is often done at the expense of being localized or contextual. This can cause problems in the case of content like hate speech, discrimination, or disinformation when making a moderation decision depends on particular cultural and political environments. Perhaps because of this, platforms of this size tend to collapse contexts in favor of establishing global rules that make little sense when applied to content across vastly different cultural and political contexts around the world. This can, at times, have significant negative impact on marginalized groups. Julia Angwin criticized this type of policy practice when Facebook attempted to implement a policy that incorporated notions of intersectionality divorced from existing power arrangements, essentially protecting the hegemonic groups of White and men, but not “Black children.” Her work demonstrated that attempts at universal anti-discrimination rules too often do not account for power differences along racial and gender lines. In other instances, this can mean the Venus of Willendorf is accidentally censored for being too “pornographic.” Such failures to address context issues can also lead to serious consequences. This has been seen, tragically, in the violence that has ensued in Myanmar, which has been arguably fueled by disinformation and hate speech that spread over both the Facebook platform and its messaging application WhatsApp. In April 2018, Facebook CEO Mark Zuckerberg acknowledged that the company lacked the linguistic and cultural resources to quell hate speech in the region. Though he pledged to hire more Burmese speakers, Reuters has reported that hate speech directed against the Rohingya community remains rampant across Facebook-owned and -operated products.
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The question of resource gaps between companies, whether artisanal, community-reliant, or industrial, has become higher-stakes following the creation of new regulation in non-US countries. Germany recently passed a law titled the Netzwerkdurchsetzungsgesetz (NetzDG) that places the same restrictions on hate speech online that have been placed on other media in the past. The law, passed in fall 2017, applies to “profit-making” social media sites and “platforms offering journalistic or editorial content” with over two million registered users that receive more than 100 complaints per calendar year about “unlawful content.” The law places obligations for reporting on the handling of illegal content, transparent procedures for how complaints are addressed, as well as auditing guidelines that are directed primarily at the organization of content moderation and trust and safety teams. The law specifies that a platform must have two million users to be subject to these provisions, and carves out protections for sites under this threshold, as well as nonprofit-making entities (potentially incentivizing more nonprofit social media companies). Engstrom noted that it is easy for companies or even individuals to pass that two million user threshold, saying, “Just look at the followers that Instagram celebrities have. Millions and millions, just one person.” Of the companies we spoke with, a number were concerned about this part of the NetzDG, particularly because the law drew clear lines where none yet existed and implied the use of automation by organizations to catch illegal content, which also does not yet exist.

US law currently does not distinguish platforms according to size, but instead between the designation of “interactive computer services” and “publisher.” Platforms (or rather “interactive computer services”) retain immunity for most types of non-illegal, non-copyrighted material due to Section 230 of the Communications Decency Act. Further, due to a “Good Samaritan” provision within the law, they are allowed to voluntarily “restrict
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access to or availability of material that the provider or user considers to be obscene, lewd, lascivious, filthy, excessively violent, harassing, or otherwise objectionable, whether or not such material is constitutionally protected."\textsuperscript{111} This law gives platforms the leeway to develop their own community guidelines and enforce them as they see fit. Proponents of the law have made the case that the tech industry as we know it would not exist without this provision. Eric Goldman has called it a “globally unique solution” which has given the United States a competitive advantage when it comes to the internet.\textsuperscript{112} Legal scholar Jack Balkin wrote in 2014 that he considered this rule to be “among the most important protections of free expression in the United States in the digital age.”\textsuperscript{113} Critics of the law say that the liability shield for platforms is too broad,\textsuperscript{111} and that new exceptions and regulations need to be added to reduce defamation online.\textsuperscript{112} Other critics have noted that the “Good Samaritan” provision has merely placed the public burden of regulation of speech onto platforms, with few formal mechanisms for oversight and accountability.\textsuperscript{116}

Within the United States, Section 230 of the Communications Decency Act provides platforms like those discussed above with the freedom to organize their content moderation teams as they see fit, as long as they are taking care to remove copyright protected and illegal content. As platforms deploy the other right given to them by Section 230 and the “Good Samaritan” provision, platforms told us they are finding it difficult to draw lines in ways that make sense both ethically and organizationally. Though policy representatives we interviewed spoke favorably of the limited liability provision of Section 230, it became apparent that approaches to speech are as much of an organizational concern for these companies as they are a regulatory concern. Many of these representatives cited a need for clear guidelines and procedures that could guide some of the messy decisions they

“It creates a situation of existential freedom,” noting that “when you are floating in a void with no writing, you’re like, ‘Well, we’re here, and we have no idea how to orient. Let’s figure out a moral compass.’”
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make about content like hate speech and disinformation. Many also cited a need for more clarity around Section 230, like there is for the Digital Millennium Copyright Act, which provides platforms with procedures for notice-and-takedown, mechanisms for violators to respond (though not required), with clear outcomes for repeat offenders.\footnote{Charles Coxhead, “A Guide to DMCA Protections, Procedures, and Takedowns,” WP DevShed (2017), https://wpdevshed.com/dmca-guide/}

Company representatives we spoke with repeatedly told us that the lack of clear guidelines within Section 230 is quite limiting. One respondent said, “It creates a situation of existential freedom,” noting that “when you are floating in a void with no writing, you’re like, ‘Well, we’re here, and we have no idea how to orient. Let’s figure out a moral compass.’”\footnote{Interview with Craig Colgan (pseudonym), former employee at Facebook.} He suspected that was why platform companies place such a large emphasis on their “mission,”\footnote{See also Yoav Dror, “‘We are not here for the money’: Founders’ manifestos,” New Media & Society, 17(4) (2015): 540-555.} because it’s an attempt to create a “central framework, a shared premise that you can use to resolve decisions within the company.”\footnote{Interview with Evan Engstrom, executive director at Engine.} Even those who maintained a clearer commitment to Section 230, such as Evan Engstrom from the start-up advocacy group Engine, noted that though he is not in favor of a “burden the messenger approach” that would hold platforms liable, giving platforms “clear guidelines about what I need to do when I come across something that I want to get rid of” is critical.\footnote{Interview with Michael Hargrove (pseudonym), an official from a U.S. Federal agency. Also see (citation from 230 papers).}

Legal counsel for one platform also noted Section 230’s major issue is that “it provides the backdrop that allows platforms to moderate content, but does not give platforms guidance on what kinds of rules to adopt or ways to implement them.” This means that companies alone must determine how to develop and enforce rules, and how they’ll apply this at scale, as the cultural environment shifts quickly. At the same time, asking these companies about issues they have experienced with the Digital Millennium Copyright Act (DMCA) demonstrates the cleavages between organizations with different resources; for instance, a company the size of Medium must address DMCA concerns manually, while Google and Facebook have the resources to automate takedowns. Regardless, despite fears of a slippery slope toward the end of Section 230 that were expressed by startup advocate Engstrom, US courts have consistently interpreted it to give platforms almost complete immunity, so it is unlikely that major changes to the law will occur.\footnote{According to legal counsel for one platform, outside of the US, “the law sometimes has more detailed requirements depending on what type of content is at issue.” The NetzDG law in Germany provides much more in terms of procedure for addressing complaints. It places much clearer obligations for reporting on the handling of illegal content, transparent procedures for how complaints are addressed, as well as auditing guidelines, that are directed primarily on the organization of content moderation and Trust and Safety teams.}
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At the same time, the law places a low threshold on user base to be subject to these regulations, setting it at two million users, and also contains ambiguous language that can be difficult for platforms to interpret. Despite requests that US law provide more clear guidelines, the platforms we spoke with warned that the high fines for violations in Germany will lead to more pre-emptive takedowns, and the use of automated flagging and removal, despite these technologies not necessarily being attuned to sensitivities in cultural context or varying linguistic cues. Other companies we spoke with noted that they were not a “social media company” or that they had not yet reached the registration numbers to be worried about the law. For a law that’s been colloquially referred to as the “Facebook Law,” being not-Facebook and not industrial becomes suddenly relevant.

Additional disinformation or “fake news” laws enacted by countries like Malaysia are sparking concerns that such rules will be used to enact censorship. According to reports from Reuters, the Malaysia Anti-Fake News Act has already been used to convict a Danish citizen over inaccurate criticism of police over social media. Reports from The Guardian note how authoritarian leaders have co-opted President Trump’s use of the term “fake news” to criticize media, and there is concern that laws enacted by regimes with histories of human rights abuses will use these laws to quell dissidents. Concerns about the way criticism of media is happening within the United States by government actors has led to similar concerns about how credibility and authority of information could be politicized if integrated formally into the law. And yet, a lack of regulation around hate speech and disinformation is frequently being used by authoritarian governments as well, who may be benefitting from confusion and violence stemming from false and inflammatory content spreading online (as has been suggested is the case in Myanmar). Governments concerned that social media posting may be sparking violence within their country have blocked specific sites entirely, or at least for short periods of time. Authorities in Sri Lanka blocked access to Facebook and WhatsApp for a period of time following violence between Buddhist and Muslim ethnic groups in the country that they argue began following inciting posts on the social media network. In Papua New Guinea, the Communications Minister, Sam Basil, announced in June 2018 that they would shut Facebook down within the country’s borders for one month to identify and remove fake accounts, study the network’s impact, and potentially even build a “local alternative.”
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How platforms will treat laws they may disagree with is beyond the scope of this current white paper. However, most of the platforms we spoke with said they respect national sovereignty and will obey the laws of the countries in which they are operating, prioritizing this value above their company’s own views as long as the country in question issues takedowns and requests through the appropriate channels. Discovering what those channels are is a key part of this process, and having offices, personnel, or experts to draw on within every country they are operating, is an important (if not often neglected) component in addressing both national law and the major content concerns emerging from local contexts. Part of this would entail addressing differences in how companies organize their policy teams and encouraging more transparency and oversight into how personnel interact with local governments, and, more importantly, civil society, and watchdog organizations could be one step in the direction toward situating policy decisions regarding hate speech and disinformation within ground-level cultural and political dynamics.
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CONCLUSION: Sizing Up Platform Regulation

Where organizations of different sizes seek to balance whether they can be contextual with being consistent, there are several additional differences in how they create and enforce policy. As noted, online speech platforms typically differ in the degree to which they separate policy development and enforcement. Smaller-scale organizations typically house policy development and enforcement closely together, whereas the industrial approach typically separates them both organizationally and geographically. Community-reliant organizations draw clearer lines on what type of content (or rather, conduct) is acceptable and where they are likely to intervene, thus leaving the bulk of policy development and enforcement to their volunteer moderators.

This paper contends that understanding how platforms make moderation decisions, and where they share challenges (or diverge), is one step toward determining how to design more nuanced solutions.

As we become more aware of the role private platforms play in regulating speech, it becomes necessary to create more avenues to not only oversee this decision-making, but create mechanisms to redress the impact these rules (or lack thereof) are having, particularly on marginalized communities around the world. At the same time, public oversight needs to incorporate not only the context of speech, but the organizational dynamics of platforms, to understand where new rules should be developed (for types of content), and where more resources are necessary. This white paper has examined the challenges facing content moderation in teams of all sizes as they attempt to draw clear lines around acceptable or unacceptable content at a scale that frequently transcends geographic borders and blurs cultural norms. This paper contends that understanding how platforms make moderation decisions, and where they share challenges (or diverge), is one step toward determining how to design more nuanced solutions. The different organizational dynamics of these content moderation teams represent different values guiding their policies and practices, as well as the relative stage of the team itself. Artisanal models enable a contextual approach to moderation but are constrained in terms of applying these rules consistently, which makes them vulnerable as
These companies grow. As companies formalize into industrial models, rules that must take into account different cultural context needs become too rigid; not able to take into account cultural differences such as what is *newsworthy*, *hate speech*, or *disinformation* within a specific region. In this sense, even larger, well-resourced platforms can have serious linguistic and cultural gaps which limit their capacity to respond in ways that satisfy growing public concerns.

As policymakers within these companies try to draw lines around the kind of content they want or do not want on their platforms, they become less the “arbiters of truth” than the arbiters of hate, arbiters of harassment, and arbiters of disinformation around the world.

Platforms, even the smaller ones, have been given an immense amount of power and responsibility within the information era. Like other communication systems that existed before – newspapers, broadcast, and cable – they have the capacity to shape what we see and do not see and the capacity to personalize content and advertise to individuals, at a granularity never before seen. Though they provide more avenues for individuals to communicate, that has come with its own kind of liability, both financially and reputationally. As policymakers within these companies try to draw lines around the kind of content they want or do not want on their platforms, they become less the “arbiters of truth” than the arbiters of hate, arbiters of harassment, and arbiters of disinformation around the world. These decisions are not easy, and drawing lines around some speech one person finds objectionable *almost always* has unintended consequences for other speech. The policymakers at these platforms, who are in charge of either creating or defending content rules, are not elected to these positions. Though as Klonick notes, these individuals have a powerful role in governing speech; the individuals making policy are neither judges nor juries. They aren’t even always lawyers (although some are); some may be activists or advocates for a certain political position. More likely, most are just showing up to jobs with an immense amount of public responsibility and little external guidance (and not enough internal resources) on how to make these decisions beyond the bubbling up of public opinion coming either from news media or from coordinated efforts on their own networks. Though public outrage against figures such as Alex Jones, who was allowed to remain on a wide array of platforms despite obvious violations to community guidelines, is occasionally an effective strategy for removing objectionable content from sites, it is neither feasible at scale, nor fair for countries as impacted by hateful rhetoric as is the United States,131 but with a public that has significantly less influence over these platforms.

---

As platform companies increasingly try to find the “right” answer to policing difficult content types, it is difficult to imagine how they will achieve the results that will satisfy the diverse communities that are now reliant upon them. Within the United States, this issue has become increasingly complicated. Calls for the regulation of platforms as “public goods” or utilities are not new, and they’ve typically been adopted by politicians on the left, like Elizabeth Warren or Bernie Sanders, in reference to the growing power and market share of platforms. Recently, however, this discourse has been picked up by unlikely candidates – far-right-wing politicians and media commentators – who have recently been brandishing the threat of regulation loudly. These calls have often been made alongside critiques of platforms’ moderation programs or algorithmic prioritization, perceiving their far-right rhetoric is being overly censored by platforms with policies against disinformation and hate speech (that has in no way been proven). Though it is unlikely the current administration will be successful in its quest to regulate platforms such as Google – as noted above, courts have largely interpreted Section 230 of the Communications Decency Act generously in favor of immunity for platforms – it still leaves us with the question of how exactly we make the bureaucracies of content moderation more participatory and democratic, regardless of politics.

This is also not just an issue for the United States, making the question who should make and enforce content rules even more complicated. Though this white paper places a large focus not only on the cultural environments in the United States and in Western Europe, the content platforms we have been discussing are having undeniable consequences for speech and the safety of individuals all around the world. At this point, it has become a question of whose laws or norms will prevail and become adapted into algorithms and content moderation programs or, conversely, how platforms will work to create the capacity within each country (and each region within each country) to achieve the level of specificity and context needed to not only obey the law (when it exists) but to also track and address hate speech and disinformation within that language and culture. At the

It still leaves us with the question of how exactly we make the bureaucracies of content moderation more participatory and democratic, regardless of politics.

134 For an example, see positive coverage of Tucker Carlson on Breitbart, “Google Should be Regulated Like the Public Utility It Is.” https://www.breitbart.com/video/2017/08/15/tucker-carlson-google-regulated-like-public-utility/
same time, platforms must scale up these efforts so quickly in response to emerging regulations that they may feel tempted to adopt automated detection technologies that dissolve differences between communities and search for easy, formulaic rules to address complex concerns. The major concern in an era of convergence is and will always be context — providing more of it to users as they consume information, more to moderators as they assess content, and more to stakeholders both internal and external to platform companies as they make decisions about content policy. Understanding the differences in approach may help impose rules that can help each type of platform do this best.
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