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EXECUTIVE SUMMARY

Over the past two years, a multi-disciplinary team of clinicians and technologists associated with Duke University and Duke Health system have developed and implemented Sepsis Watch, a sociotechnical system combining an artificial intelligence (AI) deep learning model with new hospital protocols to raise the quality of sepsis treatment. Sepsis is a widespread and deadly condition that can develop from any infection and is one of the most common causes of death in hospitals. And while sepsis is treatable, it is notoriously difficult to diagnose consistently. This makes sepsis a prime candidate for AI-based interventions, where new approaches to patient data might raise levels of detection, treatment, and, ultimately, patient outcomes in the form of fewer deaths.

As an application of AI, the deep learning model tends to eclipse the other parts of the system; in practice, Sepsis Watch is constituted by a complex combination of human labor and expertise, as well as technical and institutional infrastructures. This report brings into focus the critical role of human labor and organizational context in developing an effective clinical intervention by framing Sepsis Watch as a complex sociotechnical system, not just a machine learning model. This approach helps highlight two important but understudied aspects of AI development:

First, examining the process of developing and integrating Sepsis Watch demonstrates that in order to be successful, AI interventions must always be thought of as sociotechnical systems, in which social context, relationships, and power dynamics are central, not an afterthought. AI and machine learning technologies are often looked to as being the key to a solution. However, all too often potential solutions remain just that—potential solutions, which may work in theory, given pre-set conditions. Rarely are these solutions tested, verified, or even used “in the wild.” For this reason, we need fewer studies proposing how AI technologies could be used to address existing problems in the abstract, and more studies exploring how and in what ways could AI technologies be integrated into existing


social processes such that they actually address those problems. The case study of Sepsis Watch is one example of how technology is integrated into a specific context and what it means to address a problem through a sociotechnical intervention.

Second, our analysis of the new and necessary forms of human labor in Sepsis Watch demonstrates the importance of understanding innovation and expertise as occurring throughout the implementation process, not just in the research or design phase. Our research demonstrates that when technology-driven innovation is disruptive, it will always require corresponding repair work to complete the process of effective innovation. If the introduction of new technologies such as AI are beneficial because they are disruptive—in that they create new pathways to achieve a goal—this disruption also causes forms of breakage, upsetting existing power hierarchies or rerouting information flows that must be repaired in order for the intervention to work effectively in a particular context. Repair work can take many forms, from emotional labor to expert justifications, and involves the labor of integrating a new technology into an existing professional context.

Repair work is not about recovering a status quo but rather about creating a new set of practices and possibilities. This kind of repair work is necessary, consistently undervalued, and often rendered invisible. Recognizing repair work shifts our focus from those who initiate a project to those whose work and skill is required to make the project work out in the world. If only the work of initiation and theoretical construction, typically elite and masculine forms of work, are valued when it comes to the future of AI and society, then so much of the actual day-to-day work that is required to make AI function in the world is rendered invisible and undervalued, further contributing to conditions of social inequality. The surfacing of repair work labor is a means to think productively about the future of work and how the dignity of all humans who work with the AI systems of the future can be enhanced, rather than diminished.
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INTRODUCTION

Tucked away on the seventh floor of the hospital in the Cardiac Intensive Care Unit, Jennifer, who is a specialized Rapid Response Team (RRT) nurse, sits in front of a computer at her work station. There is also an iPad on the desk beside her, a telephone, and a piece of scrap paper with neatly organized hand-written notes. The back wall of the workstation is lined with thick, plastic binders full of printed protocols and unit information. Pinned in easy reach are several laminated pieces of paper displaying useful phone numbers and recent changes to common protocols. As an RRT nurse, Jennifer provides care during acute health crises across all units of the hospital, and now her shift responsibilities also include monitoring a new artificial intelligence (AI) application on an iPad. The application is part of Sepsis Watch, a system that incorporates deep learning in order to improve the care of patients who develop sepsis.

Unless you know someone who has had sepsis, you may have never heard of it. However, sepsis is widespread and deadly. When someone develops sepsis, their immune system has kicked into overdrive while fighting an infection and begun attacking different parts of the body—in addition to any infection. As the body attacks itself, this can lead to organ failure and death if left unchecked. Sepsis can develop from any infection—from a post-surgical incision, to a kidney infection, to postpartum recovery.

---

1 Participation in clinical research interviews and observations was anonymized to facilitate open conversation and minimize potential negative professional risks. Quotes or perspectives attributed to only a first name are pseudonyms and can be thought of as characters that are amalgamations of individuals to prevent re-identification of specific individuals while still reflecting the views and backgrounds of clinicians working at the hospital. The clinician and technical leads on the project are available publicly and their full names are used with permission in this report.

2 Artificial intelligence refers to a constellation of technologies that allow a system to display “intelligent” behavior. Much of what is called artificial intelligence today refers to complex machine learning, especially a type of machine learning called “deep learning,” that involves the processing of huge amounts of data in order to achieve a goal specified by designers but through a method that designers do not pre-specify.

Sepsis is treatable, and the earlier it is detected, the more likely a patient will survive. However, sepsis is notoriously difficult to diagnose in the early stages, when treatment is most effective. The symptoms of sepsis are shared with many other illnesses, including the flu, and include a high fever, elevated breathing, and an elevated heart rate. Moreover, there is no one standard way to diagnose the condition. Instead, many clinicians simply learn to develop a “gut instinct” for who is likely to develop sepsis.

Given these diagnostic challenges, machine learning researchers have proposed using sepsis as a prime case for introducing predictive models for health care. Machine learning, and in particular, deep learning, is seen by researchers—both clinical and technical—as a means to augment a human doctor’s capacity to detect disease in ways that are more refined than existing clinical decision aids. Already, several leading machine learning research labs have undertaken projects to build models that could help predict when individuals will develop sepsis. However, these projects remain largely in the research phase. That is, while the models may be extremely sophisticated and robust, they do not account for the intricacies of integration into the clinical setting.

In contrast, a small innovation team embedded within Duke University and Duke Health system has not only developed a model that predicts patients at high risk for developing sepsis, but has piloted and integrated the project into routine clinical care. This system is Sepsis Watch, and as a kind of clinical support decision system its goal is to improve and support the diagnosis and care of sepsis in the Duke Emergency Department. A core component of Sepsis Watch is a deep learning model that predicts the risk of a patient developing sepsis. In news coverage, marketing, and even conversations about the project, the deep learning model—as an application of AI—frequently eclipses the other parts of

---

4 The Machine Learning for Health conference represents a growing community working on these issues: https://www.mlforhc.org/
in practice, Sepsis Watch is constituted by a complex combination of human labor and expertise, as well as technical and institutional infrastructures. By framing Sepsis Watch as a complex sociotechnical system, not just a machine learning model, this report brings into focus the critical role of human labor and organizational context in developing an effective clinical intervention.

This report is based on research conducted in collaboration with and alongside the Duke team, and applies a sociological lens to analyzing how Sepsis Watch, as a sociotechnical system, has become an effective clinical intervention. The concept of the sociotechnical is key to our analysis. This term is used to recognize the interconnected and inextricable nature of humans and technical objects, and to emphasize, in the words of scholars David MacKenzie and Judy Wajcman that “it is mistaken to think of technology and society as separate spheres influencing each other: technology and society are mutually constitutive.”

A snapshot of the tool in use can help bring into focus the complex interactions between humans, data, and AI: when a patient arrives at Duke University Hospital and is admitted to the Emergency Department (ED), her personal electronic health record (EHR) data is run through the Sepsis Watch system. If the model predicts that she is at high risk of developing sepsis, her patient information is displayed as a “patient card” on the Sepsis Watch iPad application. An RRT nurse, who is responsible for monitoring the Sepsis Watch application, regularly checks it to review patient cards. If a patient is predicted to be septic or at high risk, the nurse calls the ED physician responsible for the patient’s care, and conveys the risk category to the ED physician over the telephone. If the ED physician agrees the patient requires treatment for sepsis, the patient is further tracked on the iPad application by the nurse until the recommended treatment for sepsis is completed by the ER clinicians. It is this sociotechnical

---


ensemble of human actors, technical infrastructure, and expert interactions that ultimately improves patient care.

As a case study in AI innovation, Sepsis Watch has many important lessons. Most centrally, the process of developing and integrating Sepsis Watch demonstrates that in order to be successful, AI interventions must always be thought of as sociotechnical systems, in which social context, relationships, and power dynamics are central, not irrelevant or an afterthought. AI and machine learning technologies are often held up as the answer to the world’s most pressing problems, in the pages of media as well as multi-million-dollar contests and grants. However, all too often, potential solutions remain just that—potential solutions, which may work in theory, given pre-set conditions. Rarely are these solutions tested, verified, or even used “in the wild.” For this reason, we need fewer studies proposing how AI technologies could be used to address existing problems in the abstract, and more studies exploring how and in what ways could AI technologies be integrated into existing social processes such that they actually address those problems. The case study of Sepsis Watch is one example of how technology is integrated into a specific context and what it means to address a problem through a sociotechnical intervention.

A related lesson we draw from our research on Sepsis Watch is that when technology-driven innovation is disruptive, it will always require corresponding repair work to complete the process of effective innovation. If the introductions of new technologies like AI are beneficial because they are disruptive in the sense of creating new pathways to achieve a goal, this disruption is also a kind of breakage that must be repaired in order for the intervention to work effectively in a particular context. The breakages do not occur because the technologies are being used incorrectly or because the technologies themselves are broken. Rather, these breakages are a result of the system’s design, itself. The breakages to existing social and institutional norms and processes may have some benefits, but in many other instances, require what we describe as repair work. Repair work can take many forms, from emotional labor to expert justifications, and involves the labor of integrating a new technology into an existing professional context. Repair work is
not about *recovering* a status quo but rather about creating a *new* set of practices and possibilities. This kind of repair work is necessary, consistently undervalued, and often rendered invisible.

In this report, we examine how Sepsis Watch was integrated into the clinical context through the repair work of a particular set of clinicians, a group of specialized RRT nurses. Their consequential and constituent labor was necessary in order to integrate an AI technology into existing workflows, and examining this labor is important if we want to understand how to develop effective AI-driven solutions. The surfacing of this labor is also a means to expand our understanding of what constitutes innovation—who does it, what it looks like, and where it happens. The work of repair also requires creativity, skill, and ingenuity—and it should be valued as such. If only the work of initiation and theoretical construction, typically elite and masculine forms of work, are valued when it comes to the future of AI and society, then so much of the actual day-to-day work that is required to make AI function in the world is rendered invisible and undervalued, further contributing to conditions of social inequality.7 The surfacing of this kind of innovation and the labor entailed is a means to think productively about the future of work and how the dignity of all humans who work with the AI systems of the future can be enhanced, rather than diminished.

Define: sociotechnical

The term sociotechnical is an adjective that indicates the inextricable relationship between “social” and “technical” components of a system—emphasizing that technology shapes society, at the same time society shapes technology. The term first emerged during post-World War II studies of UK mining practices, when researchers found that workers were responding to the integration of new tools by creating new, unforeseen workflows. To consider a system sociotechnical is to acknowledge that its function emerges from the interplay of its theoretical design and its actual use.

Historian of science Thomas P. Hughes used electrical power production as a classic example of a sociotechnical system. This system has many technical components: a power plant, electrical lines, sockets, and switches. However, these objects alone do not explain how the system of electrical production works, how it accomplishes its designated purpose. The technical infrastructure of the system is bound up with a social infrastructure. It includes organizations of people, like the utility company and their suppliers, as well as the engineers and salespeople who work for the company. The production of electricity is shaped by social arrangements like state tax regulations and scientific standards for measuring power. For any sociotechnical system, therefore, there is work involved in identifying which components (both technical and social) are relevant to its function.

In the case of Sepsis Watch, the use of the machine learning tool cannot be considered apart from the people and institutions who interact with it, as well as the beliefs, contexts, and power hierarchies that shaped its development and use. As we clarify in this report, this means that the Sepsis Watch nurses and their emergent workflows are just as much a part of the system as the machine learning model and iPad application.

Define: artificial intelligence

The phrase artificial intelligence, or AI, has been used for decades to refer to a constellation of technologies that allow a computer system to display “intelligent” behavior. However, what constitutes “intelligence” does not have a clear answer, and even technical definitions of artificial intelligence vary. A commission of experts convened by the European Union proposed this overarching definition in 2019: “an Artificial intelligence (AI) refers to systems that display intelligent behaviour by analysing their environment and taking actions—with some degree of autonomy—to achieve specific goals.”

It can be useful to think of artificial intelligence not as an inherent capacity of a technology, but as a socially-constructed concept that is as much about technical capability as it is about an exciting marketing term. In previous research we’ve
found that the prevalence of the term has led to both benefits and harms: when something is described as “AI,” everyone has a clear picture in their mind; the problem is that everyone’s picture is different.

In recent years, AI has typically been used to describe machine learning, especially a type of machine learning called “deep learning,” that involves the processing of huge amounts of data in order to achieve a goal specified by designers but through a process that designers do not pre-specify. Computer scientist Tom M. Mitchell gives a classic definition of when a machine “learns”: “A computer program is said to learn from experience E with respect to some class of tasks T and performance measure P if its performance at tasks in T, as measured by P, improves with experience E.” In other words, machine learning programs are those that change and improve their performance over time.

Throughout this report, we use “AI” in both its technical dimensions and social connotations. A significant part of the Sepsis Watch system is a deep learning model that analyzed patient data to make risk predictions, and this model changes and refines these predictions over time. It is important to understand this technical dimension of the Sepsis Watch AI, and there is further technical detail in footnotes throughout the report. However, it is also crucial to consider how the description of Sepsis Watch as an AI intervention into health care affected the support and interpretation of the program as a whole.
Background: a Problem in Search of a Solution
The problem: Sepsis

Sepsis is a leading cause of hospital deaths, and rapid diagnosis is a major challenge. The World Health Organization recognizes sepsis as a major cause of preventable disease and death globally, particularly impacting low- and middle-income countries. In the United States, sepsis is the leading cause of death for patients who die in a hospital. Over a million people a year in the United States develop sepsis, with Black patients experiencing higher rates of severe sepsis than white patients. While those who are immunocompromised, like the very young, the very old, or those with cancer, are at greater risk to develop sepsis, anyone of any age or health status can develop sepsis and go into septic shock, an advanced state of sepsis in which the body begins to shut down and which is likely to result in death.

One of the most well-known research and advocacy foundations focused on sepsis prevention and treatment, the Rory Staunton Foundation, was founded by two parents who lost a child to sepsis. Their young and otherwise healthy son, Rory, came home with seemingly minor cuts from a fall at school. Within days, Rory was dead. Rory’s story parallels the stories of many others who developed sepsis and died: a relatively minor infection rapidly spirals and is

---

ignored or misdiagnosed. By the time a diagnosis of sepsis has been reached, septic shock has occurred and it is too late. Compounding the tragedy, sepsis is treatable if diagnosed in time. Most health care professionals and clinicians agree: the way to decrease the number of people who die from sepsis is primarily by improving *diagnosis*, rather than treatment.¹³

“Sepsis is always a priority,” explained Elena, a physician who had been involved in the development of Sepsis Watch. “From the moral and ethical [perspective], sepsis is just really bad. Getting better at treating it, that saves people’s lives. And there’s also the brick and mortar bottom line. Caring for patients who get septic is very costly.” As this physician articulated, the motivations to improve care for sepsis are rooted in both human and financial costs.

While sepsis is universally recognized as a major health concern, there is no one standard way to diagnose it. “Patients don’t come in and say, ‘I feel septic’” Priya, another ED physician pointed out to us, “More often, it’s like, ‘I just don’t feel good.’” In practice, it is the kind of illness doctors and nurses just learn to develop “a gut instinct” about.¹⁴ This is in part because there are no definitive lab tests. A blood culture can help identify the pathogen causing sepsis, but this test can take over 24 hours to produce useful information that clinicians can use to direct treatment. By the time a result is back, it may be too late.

Not only is there no one standard method to diagnose sepsis, there is also no one standard definition of what sepsis *is*. Definitions of sepsis differ among organizations and standards bodies. There may be different definitions for types of patients. One expert review concluded that “it is an elusive task to generate a single

---


¹⁴ Maiers. “Analytics in action.”
all-encompassing definition." Even when sepsis experts from across the country were asked to review patient cases, raters often failed to agree on a sepsis diagnosis.

While sepsis is a difficult illness to diagnose, once a diagnosis has been reached, there are relatively standardized protocols for treatment. These protocols, known as “bundles,” include giving specific types of antibiotics, pushing intravenous fluids, and repeating particular lab tests. In the United States, the Centers for Medicare and Medicaid Services (CMS) have developed a specific evidence-based protocol for treating sepsis, the SEP-1 bundle. CMS, the federal government program that oversees Medicare and Medicaid, is the largest purchaser of health care in the United States, and it uses its purchasing power to require hospitals to report data publicly about performance measures. From this position, CMS has become a primary standards-setting body for evidence-based health care. In the case of treating sepsis, compliance with the SEP-1 bundle protocol has been shown to improve patient outcomes in many hospitals. However, treating sepsis according to these evidence-based guidelines and improving patient outcomes remains a challenge. Hospital


17 One of the mandates of the Centers is to assess the quality of health care provided at over 4,000 health care systems in the United States and post the assessments publicly. Hospitals are required to demonstrate compliance with the standards of care mandated by the CMS in order to receive reimbursement for Medicare and Medicaid patients.

systems often pilot new programs and protocols in an effort to improve patient care and demonstrate their compliance with the CMS protocol guidelines, but results have been mixed.\textsuperscript{19}

At Duke Health, like many other US hospitals, sepsis care is a concern for hospital management. Since the 2010s, the hospital system had been trying to improve patient outcomes—and the public metrics of care—through targeted interventions. These included best practice advisories and the implementation of a pop-up window program that would alert clinicians to high-risk patients when they were working in a patient’s electronic health record (EHR) on a bedside computer. The interventions above were assessed by the clinicians involved in the project to have had limited results.\textsuperscript{20} One of the major disappointments of the program had been how quickly nurses learned to ignore the pop-up windows by clicking them closed. The clinicians understood this as a form of “alarm fatigue,” a common phenomenon especially in health care settings, where the sheer volume of alerts and notifications, as well as the high rate of false alarms, desensitizes a practitioner, limiting the effectiveness of the alerts.

The intervention: Sepsis Watch

In 2017, two of the Duke physicians who had been involved in the earlier sepsis improvement projects submitted a proposal to the Duke Institute for Health Innovation to work on a collaborative project, dubbed Sepsis Watch, to develop a machine learning-driven intervention. The institute, known as DIHI (pronounced dee-hi), bridges Duke University and Duke Health systems, and


its mission is to create “innovative solutions” in health care. Each DIHI project is developed by an interdisciplinary team (including experts in project management, data science, software development and implementation, and research partners from the department of statistics, and information technology) in addition to hospital front line staff, such as nurses and physicians, across multiple specialties.

The proposed machine learning project, like the previous pop-up advisory project, focused on the care of septic patients in the Emergency Department (ED). The ED had been identified by internal studies as a department in the hospital that particularly needed improvement. Initially, the clinical leads articulated three main priorities: They wanted to center the intervention not only on improved diagnosis but also on following up on sepsis treatment after diagnosis; they also wanted to develop an application that supported, not replaced, diagnosis by physicians; moreover, they wanted to create an intervention that would not trigger the “alarm fatigue” that undermined the previous pop-up intervention.

Once DIHI selected the Sepsis Watch project, a multi-disciplinary team began working on the project. On the DIHI side, the project was led by a physician and public health expert, as well as a small staff of around five people, including a data scientist, a database engineer, and a designer (most of these were early- or mid-career). On the university side, a PhD candidate and academic advisors were also key contributors. On the clinical side, the project was led by two senior level physicians working at the hospital. Two individuals, the first author and an undergraduate at Duke University, joined the project in 2018 to investigate the social and organizational dimensions of the project. In addition to this core team, over a dozen stakeholders in the project were engaged on a weekly or


monthly basis, including management leadership from departments, units, and committees across the hospital, from nursing, the ED, and hospital administration to Duke’s IT department. Although demographic data was not collected as part of this research, in broad strokes, the racial and gender diversity of the stakeholders was as follows: the core team was predominantly gendered male, although the larger stakeholder group included as many if not more individuals gendered female. The core team and stakeholders were predominantly white and white-passing, and also included several people of color in leadership positions. The demographics roughly reflect those of the Duke University workforce, in which over half of the workforce identify as women, the average age of a Duke employee is about 45, and nearly 70% identify as white.  

The first year of the project involved obtaining and cleaning historical local retrospective data for inpatient admission at Duke University Hospital over the course of 14 months in 2014 and 2015. The data was extracted from patient electronic health records (EHR) that are securely stored in Duke's EHR provider, Epic Systems. To provide a sense of the size and make-up of this data, the hospital is an academic research and urban teaching hospital with over 1,000 beds and over 40,000 inpatient admissions per year, making it one of the 30 largest hospitals in the United States. While Duke does not publicly report data about patient race, the county in which Duke operates, Durham County, is about 54% white, 37% Black or African American, 6% Asian, less than 1% Native American and Pacific Islander combined, and with almost 14% identifying as Hispanic or Latino. In addition to serving the local county, the hospital also attracts patients throughout the region because it is a large and high profile research hospital.

---

23 These numbers are drawn from the most recent public Duke reporting: https://today.duke.edu/2017/05/who-are-we; https://today.duke.edu/2012/12/dukedemographicsraceethnicity.  
As the dataset was cleaned and curated by DIHI staff, a PhD researcher, in collaboration with clinical (physician) leads, statisticians and other DIHI staff, developed a data model to predict the likelihood of a patient to develop sepsis. First, the clinical leads identified the variables they thought should be included, and then a small team of clinical leads and statisticians further refined the variables included as features of the model. The model draws on static variables (patient demographics and pre-admission diagnoses), as well as dynamic variables that will change over the course of a patient’s stay (like vital sign measurements, medication administrations, and lab results). The model analyzes this data and produces a risk score for a patient every hour. In total, the model development and evaluation dataset contained over 32 million data points.

Early in the process, the DIHI team had to confront the difficulties of sepsis’ lack of an official definition. Usually, machine learning models are developed relative to a concept of a “ground truth,” the real phenomenon the model is meant to predict. In the case of sepsis, as one technical lead put it, the “ground truth doesn't exist.” To accommodate this, the DIHI team had to come up with their own local definition of sepsis, which would approximate ground truth. The team, led by the clinicians, ultimately decided on a definition of sepsis that encompassed and slightly refined the CMS definition of sepsis. Current definitions of sepsis, as well as the recommended treatment bundles, are imperfect. They represent definitions and guidelines, developed by experts based on scientific evidence and current
knowledge of the problem. They also are abstractions and forms of measurement that are not neutral but rather shaped by history and politics.\textsuperscript{29} Moreover, as new evidence is gathered, the knowledge of a problem and what constitutes best practices necessarily changes over time.\textsuperscript{30}

In basic terms, the model developed the capacity to predict which patients were at high risk to develop sepsis (as defined in the model) by finding correlations between patients who had developed sepsis (defined by the Sepsis Watch clinical team) previously.\textsuperscript{31} It’s important to note that the model is tuned to correlations, not causation. The model provides no information about \textit{why} a particular patient is at risk for sepsis, only that the patient is at risk. Moreover, the model is uninterpretable, meaning that Sepsis Watch is a “black box” model; there is no practical way for clinicians, or even computer scientists, to understand and explain the logic by which the model generates an output.

Although the deep learning model is uninterpretable, it was thoroughly validated by Duke Health clinicians, statisticians, and the DIHI team. This process of validation, checking that the model’s predictions were plausible with respect to the outcomes in reality, included forms of technical computer science model validation on datasets that had been held out for the purpose of testing, as well as physicians systematically looking through patient charts to be sure that the model was providing reasonable predictions.


\textsuperscript{31} The clinical leads of Sepsis Watch decided to use a modified definition of SEP-2 unique to their hospital, including three components: 1) 2 or more SIRS criteria; 2) blood culture order; 3) lab evidence of end organ damage. Documentation of the criteria can be found in Mark Sendak, “Using Constellation to Identify Sepsis,” 2019. https://cran.r-project.org/web/packages/constellation/vignettes/identify_sepsis.html, and discussed in Lin et al., 2019.
When in operation in the hospital, Sepsis Watch displays the outputs of the deep learning model (which patients are at high risk for developing sepsis in the ED) through a software application that can be seen through a website or an iPad application (app). The iPad application was designed to be viewed by clinicians and to prioritize ease of use. The design provides an overview of patients at a glance, each patient and their risk represented by color-coded “cards,” with the ability to go further into patient details as needed. Figure 1 provides screenshots of the various “pages” that organize patients: Triage, Screened, Monitoring, and Treatment.

In addition to developing applications for the nurses, as end users, DIHI developers created two additional tools to monitor Sepsis Watch. These tools, one for web service monitoring and the other for model monitoring, were accessed through dedicated webpages. These tools were designed for the developers or project leads to monitor Sepsis Watch and the complex technical integrations that were required to run it smoothly.

As the technical components of Sepsis Watch took shape, DIHI staff began planning in parallel how the tool would be used and integrated into clinician workflows. Based on the experience of the previous, ineffective, pop-up-based intervention, the lead physicians were committed to avoiding an easily dismissed pop-up window. They were also committed to ensuring nurse “buy-in,” a way to describe nursing stakeholder commitment, support, and trust. For these reasons, the team decided to involve a handful of nurses who could represent nurses’ perspectives and communicate to the larger team from the very beginning of the workflow design process, and to make nurses a key part of the workflow design, not merely the receivers of a workflow designed by others, such as physicians or computer scientists. The inclusion of nurses as stakeholders to be consulted and listened to was notable given the extent to which organizational hierarchies and power dynamics shape clinician relationships and favor physician over nurse expertise and authority.

Even though Sepsis Watch was being implemented in the ED on ED patients, the clinical leads did not task ED nurses—those nurses who would be directly providing physical care to the patients being screened—with using Sepsis Watch. This decision was based on the limited resources and fast pace of the ED. Instead, the leads proposed that a group of specialized nurses, called the Rapid Response Team (RRT), be given the iPads running the Sepsis Watch app and assigned the duties of monitoring, contextualizing, and communicating Sepsis Watch outputs. This configuration is in contrast to most clinical decision support systems, in which the clinician providing care directly receives the system outputs. Sepsis Watch adds a skilled nurse between the system and the clinician receiving the new information. Nursing and hospital leadership
had agreed that there was capacity in the RRT’s duties to take part in the Sepsis Watch pilot. These nurses were a category of nurse that reported to one of the clinical leads. Trained as Intensive Care Unit nurses, RRT nurses sit at a workstation on the Cardiac Intensive Care Unit, located on a different floor of the hospital than the ED. RRT nurses traditionally were dispatched to provide additional care during acute health cases across all units of the hospital, with one RRT nurse each shift covering the main hospital building.

A cascade of implications resulted from the decision to develop the nurse workflow in this way. In particular, the workflow design set the terms for the interruptions introduced by the Sepsis Watch model, and consequently, also for the requisite repair work. Because the RRT nurses were not physically located in the ED, the RRT nurses needed to communicate with ED clinicians over the telephone. Recall that real-time communication with a person was a priority given the history of failed pop-up advisories.

After several iterations, the Sepsis Watch team, which included the clinician leads and the DIHI team, arrived at the following Sepsis Watch workflow:

32 When a patient enters the ED, the model analyzes their risk of sepsis and, if the patient is at risk, places them on the Triage page. Each patient is represented by a “card,” a color-coded rectangle that can be moved between “pages.” If the patient meets sepsis criteria, their “card” is black. If the patient is at high-risk, the card is red, and if the patient is medium-risk, the card is orange.

Following clinical evaluation by a doctor, patients are placed either on the Screened page, if they do not require further evaluation, or are placed on the Monitoring page, if further evaluation is required. If the ED physician chooses to diagnose and treat the patient for sepsis, the patient is moved to the Treatment page and the completion of

3- and 6-hour sepsis treatment bundle items is tracked. In the case of a disagreement between the ED physician and the Sepsis Watch risk score, as communicated by the RRT nurse, the ED physician ultimately decides the course of treatment.

Each shift, the oncoming RRT nurse was equipped with a tablet loaded with Sepsis Watch, the Sepsis Watch training homepage, and a 2-minute survey for submitting application and workflow feedback on the iPad. The tablet and Sepsis Watch coverage was handed off at the end of each 12-hour nursing shift.

During months of design, development, and testing, the DIHI team worked with different clinician and administration stakeholders to develop relationships and formal modes of communication among different groups. These ranged from standing meetings and the development of nursing education modules to informal pizza parties to build interest and trust in the new technology.

Over the course of two-and-half-years, Sepsis Watch grew from a proposed intervention to a sepsis detection and management technical platform developed to support and improve patient outcomes through increased compliance with recommended treatment guidelines for sepsis. Results from a federally registered clinical trial will be reported in 2021. Anecdotal feedback from hospital managers and clinicians is that Sepsis Watch has dramatically improved the care of patients who are diagnosed with sepsis.


34 ClinicalTrials.gov, “Implementation and Evaluations of Sepsis Watch,” identifier: NCT03665626.
Repair in the Wake of Innovation
For decades, the tech industry has loudly celebrated a vision of innovation as “disruptive.” From this perspective, innovations are good when they “disrupt” outdated ways of doing things or thinking about problems. Facebook’s motto of “Move fast and break things,” is just one example of how companies foreground disruption as both a way of organizing work and a slogan for their values. While such disruption can indeed “shake things up” and create new opportunities, disruption can also destabilize existing forms of worker or consumer protection and even due-process.35 Disruptions in a high-stakes workplace, like a hospital, can lead to confusion, chaos, or even adverse clinical outcomes for patients.36

The introduction of Sepsis Watch created both positive and negative disruptions. Sepsis Watch was designed as a way to refocus how and when septic patients were cared for. The system purposely did not follow—it disrupted—an old way of doing things in order to create the conditions for better care. At the same time, Sepsis Watch disrupted existing workflows and social relationships both within and beyond the context of sepsis care. These disruptions created gaps, breakdowns, and miscommunications that needed to be attended to in order for the intervention to work effectively. Those who study the introduction of novel technologies into health care have repeatedly demonstrated that it “takes work to make the network work.”37 Research on computer-supported cooperative work has demonstrated that such “data work” is critical for aligning the messy, dynamic reality of work practices—in medical contexts


and beyond—with the outputs of data-driven technologies like algorithmic models.³⁸

Sepsis Watch illustrates how disruption is only one half of the process of innovation. In order for innovation to produce effective change, the work of disruption must be coupled with repair. Focusing on the work of repair prioritizes a set of concerns often overlooked in the context of technical implementation.³⁹ In turn, accounting for the importance of repair contributes to identifying new forms of economic and social value, and expanding the potential for new technologies to benefit different types of workers more equitably.⁴⁰

Innovations can never be fully realized until they exist in the world, and to exist in the world, they require careful integration into existing contexts. Sociologist Anselm Strauss called this kind of work, “articulation work”⁴¹—work “that gets things back ‘on track’ in the face of the unexpected, and modifies action to accommodate unanticipated contingencies.”⁴² Articulation work can be thought of as a type of repair work, because repair should be understood to include not only the physical repair of broken parts but also the cognitive and social repair of communication, interaction, and even common sense. In this way, repair work is generative of new practices, not merely a way to reconstruct what existed before.

---

With this framing, in this section we describe how Sepsis Watch disrupted existing workflows and social relationships in ways that required the attention and labor of repair in order to effectively restore those functional workflows and social relationships, and in effect, a functioning care network. In the first half of this section, we describe these disruptions and in the second half, we describe forms of repair.

**Define: repair work**

Repair work is a form of labor necessary for sociotechnical innovations to become successful. In the process of integrating new technologies and practices into existing systems, repair work creates new arrangements of technology, people, and practices in order to make the goals of a system possible. In this way, repair is a necessary counterpart to the disruptions produced by innovations. Such disruptions may be productive by creating new pathways to achieve a goal, but only after the power hierarchies and information flows that have also been disrupted have been repaired. As such, repair includes not only the physical repair of broken parts but also the cognitive and social repair of communication, interaction, and even common sense.

The process of repair during innovation is generative because it is not about recovering a status quo, but rather about creating new practices and possibilities. This kind of repair work is necessary, consistently undervalued, and often rendered invisible. Still, it requires creativity, skill, and ingenuity—and should be valued as such. Identifying generative repair work expands our focus from those who initiate or design a project to include those whose work and skill is required to make it function.
Innovation as disruption

Sepsis Watch was designed to supplement, and not replace, the existing diagnostic processes of Emergency Department (ED) physicians. Nonetheless, even as the tool was designed to “stay in the background” in the words of one technologist, the introduction of the tool significantly disrupted the work environment, requiring new workflows and social interactions.

One of the primary ways in which Sepsis Watch created a disruption was by challenging existing institutional power hierarchies. Sepsis Watch became an “occasion for structuring,” in the words of organizational sociologist Steven Barley, upsetting an organizational hierarchy and creating the conditions for change.43 Previously, the hierarchy was clear: doctors diagnose and nurses carry out doctors’ orders, a defining aspect of the physician as a high status professional, and a boundary that nurses must continually attend to.44 With Sepsis Watch, RRT nurses were tasked with conveying the information provided by the deep learning model to the doctors in a way that did not strictly align with this hierarchy. During observation of an RRT shift near the beginning of the Sepsis Watch implementation, several nurses agreed that it was often an uncomfortable interaction. One nurse with over five years ICU experience recounted how when she heard about the workflow, she thought to herself, “Are you kidding me? We’re going to call ED attendings?” Although no one we interviewed spoke explicitly about the gendered or racialized dimensions of these interactions, both race and gender profoundly shape the histories of the nursing and physician

professions as well as current power dynamics. The interactions of the Sepsis Watch system challenged explicit hierarchies of professional identities, as well as some of the more implicit and intersectional dimensions of gender, race, and status.

While some RRTs considered it simply a new facet of their job, albeit not a particularly pleasant one, other RRTs felt the violation of traditional hierarchies produced substantial friction. At the beginning, several attendings were reported as being frustrated and harsh. Eric, a young nurse who had been at Duke for two years explained, “I think some of them … there’s a few that are consistently like this [irritated] every time you call. I think they probably just don’t… it’s my assumption, they just don’t like their medical judgment being questioned.” Put bluntly in the words of another nurse, “Initially, I did not want to make those phone calls.”

Part of the discomfort or deviation from standard ways of working was that the ED doctors and RRT nurses were in different units on different floors. Not only did they not see each other during Sepsis Watch calls, they also did not have any previous professional interactions. The ED is one of the only units in the hospital where RRTs do not work. Reflecting on the tension near the beginning of the project, Sandra, a nurse who had worked in ICUs for over a decade, said:

> ED physicians … we don’t work with them. We’re not there. We don’t have that relationship with them. They don’t know who we are. They don’t really know what we do. So I think

---


for me to be saying … ‘I feel like you need to start this patient on antibiotics,’ or ‘I feel like you need to be giving this patient fluids’ or whatever … that wouldn’t go down too well. I think if you’re working with them, that would be different. If you were like, down, physically down in the ED with them, I think that would be a different case scenario.

Having neither a previous nor current face-to-face relationship with the doctors they were calling was unusual and almost prohibitive to effectively working together.

Other components of the workflow that were disrupted involved rerouting existing flows of information among ED physicians themselves. Every patient in the Duke ED is cared for by a team of clinicians, including resident physicians, attending physicians, nurses, physician assistants, and medical students. The physician who is ultimately responsible for the diagnosis and care of a patient is the attending physician. This is a senior physician who oversees resident physicians, who are less experienced, perhaps only one or two years out of medical school. When a new patient is admitted, a resident will visit and perform an examination, coming up with a diagnosis and course of care. Before proceeding, the resident will talk with the attending, describing the patient and symptoms or other relevant details. The resident explains this information to the attending, who may voice agreement or suggest other options or information to consider. In this way, information is gathered from the patient by the resident and then communicated by the resident to the attending, who either confirms the diagnosis or helps the resident reach an appropriate diagnosis. The resident then communicates this mutually agreed upon information to the patient and in the patient’s electronic health record as an official diagnosis and set of orders to be carried out by other clinicians or hospital staff.

Sepsis Watch does not fit neatly into this information cycle. Recall that the RRT nurse communicates the alerts directly to the ED attending. However, in the ED, it is the residents who are more likely to be interacting with patients, and who are the first to propose a diagnosis. The attending is normally the final confirmation of a diagnosis proposed by a resident, but with Sepsis Watch, the resident is passed over and the information is proposed by a nurse to the
attending. In practice, this meant that sometimes when an RRT nurse called, an attending had not yet seen the patient or may not yet have had time to become familiar with the patient (because the resident had not yet communicated the information or the attending had not yet done her rounds.)

Moreover, the way that the Sepsis Watch deep learning algorithm generates a risk score for patients is a fundamentally different way of reaching a diagnosis compared to current medical practice. Diagnoses in a teaching hospital like Duke are reached by seeing the patient, drawing on relevant knowledge and experience, and engaging in a diagnostic conversation among colleagues. Sepsis Watch does not involve seeing a patient and was not built to engage in a back and forth diagnostic conversation. Indeed, Sepsis Watch is built around a non-interpretable algorithm, meaning that the tool does not explain why a particular risk score was produced, it only displays the score. The score is intended to be one piece of the diagnostic puzzle, and does not direct treatment; the attending physician makes the final diagnosis.

Interestingly, both nurses and doctors alike relied heavily on the language of seeing to describe the process of diagnosis and care. When there was a difference between what the deep learning model produced and what the doctor felt to be the diagnosis for the patient, doctors would say things like, “But what are you seeing that I’m not seeing?” RRT nurses also felt limitations to what they could comprehensively know because they were not seeing the patients. As one nurse explained:

I think the difficulty is that when you’re treating patients on the floor, you’re going to see them so you’re actually looking at


48 The first author and the DIHI team described the processes de-emphasizing explainability in favor of other mechanisms of accountability in a previous article: Sendak et al., “The human body is a black box.”
them and you’re looking at the big picture. I think the problem is, we’re just calling down. We don’t see the patient down there, so it’s kind of that disconnect.

Both RRT nurses and ED physicians often found the exchange of information challenging. A typical story about a phone call was recounted to us by Ashley, a young nurse with two years of experience in ICUs:

I’ll say [the patient] is popping up as high-risk of sepsis. And [the doctor] will be like, ‘Well why, why does it say they’re high-risk because they don’t look septic here.’ You know, obviously, I don’t know exactly why the app is populating them that way so I think if they understood that we don’t have all the bits of information that are making [the patient] a red card or a black card or yellow or orange … I just have how the computer model populates them into which color and I’m kind of going from there.

When the overall workflow was being designed by the DIHI team and project clinicians, it was assumed that communication from the RRT nurse about the patient to the ED physician would be a relatively straightforward transfer of information. In practice, and in order for the information to be meaningfully incorporated into care practices, who was communicating with whom and how was no simple matter. The new kinds of communication set in motion by Sepsis Watch often presumed relationships that did not exist—and yet that were required for Sepsis Watch to work as intended.

Additionally, the introduction of and response to Sepsis Watch brought to the surface the distinct perspectives and priorities of different teams. Because Sepsis Watch required parts of the organization to coordinate and cooperate in unprecedented ways, the fact that different teams had different “definitions of the situation” became clear, underscoring the importance of accounting for the different standpoints from which actors in a social situation make sense of what they do and why they do it. In this case, these

differences existed well before the introduction of Sepsis Watch, but became newly consequential when different teams needed to work together. The differences help explain why the attitudes and behaviors of each group involved with the system varied widely.

For instance, sepsis was of the utmost importance to clinical leadership. This key group of stakeholders includes high status physicians and administrators who were involved in hospital-wide management decisions. It is this group of individuals who most likely would be responsible for ensuring that patient care, in the aggregate, improved and could be demonstrated through existing metrics of care quality like sepsis bundle compliance.

In contrast, sepsis competed with more visible priorities for the average ED physician. In response to questions about how much sepsis comes up in the Emergency Department, one ED nurse who had been working at the hospital for two years shrugged her shoulders, and confided, “Down here [in the ED], we’re dealing with, like, emergencies—bones and psych patients ... We’re just trying to get them stabilized as quickly as possible and move them to another unit.”

Moreover, the majority of doctors we interacted with during observations felt like Sepsis Watch was not really necessary, because they did not feel diagnosing and treating sepsis was a problem in the department. This widespread perception stands in contrast to the hospital’s internal data, which showed a need to improve the diagnosis and management of sepsis in the ED.

The contrast between individual physicians’ perceptions of how much of a problem sepsis was compared to the hospital’s aggregated data illustrates a complex tension: Are analytics a measure of actual care or of performative compliance? In several interviews with physicians, they expressed a general mistrust of bureaucratized
Many, though not all, ED physicians felt not only that diagnosing and treating sepsis was not a problem in the ED, but also that parts of the Centers for Medicare and Medicaid Services (CMS) sepsis guidelines were potentially misguided. In the words of Raj, a new attending:

The [bureaucratically required task] that really gets in my way is the fluid recommendations, because to me an attending ER physician is better at assessing how much fluids the patient needs than a set number. … That’s the reason why you have a human provider and not a computer provider. We’re the ones that are to be making that decision and not CMS recommendations.

For this physician, and many others we interviewed, their definition of the situation prioritized “physician autonomy” not only as a professional value but also a prerequisite for appropriate care and even a hallmark of operating effectively as a physician. For them, structures of compliance limited their ability to do their job well, and Sepsis Watch represented a way in which their professional discretion was being limited and their ability to care for patients was being undermined. Moreover, not only was Sepsis Watch an imposition of centralized standards, there was also an implication that doctors’ existing practices needed to be fixed by remotely located nurses.

That different actors and teams inhabit different standpoints and have different definitions of the situation is not necessarily problematic. What is salient here is that Sepsis Watch not only forced a reckoning of these different perspectives, but also attempted to impose a set of priorities (those of senior hospital leadership as mediated by the Sepsis Watch protocols when applied to their own individual clinical practice.\(^{50}\)

---

\(^{50}\) Such dynamics are common and are an important area of study at the intersection of technology, health care, and organizations. For example, see: Stefan Timmermans, Marc Berg, The gold standard: the challenge of evidence-based medicine and standardization in health care (Philadelphia, PA: Temple University Press, 2003); Trisha Greenhalgh, Henry WW Potts, Geoff Wong, Pippa Bark, and Deborah Swinglehurst. “Tensions and paradoxes in electronic patient record research: A systematic literature review using the meta-narrative method,” The Milbank Quarterly 87, 4 (2009): 729–788.
Watch team, who in turn had their own definition of the situation) that were only variously aligned with the priorities of different parts of the organization. In this imposition we can locate disruptive and destabilizing dynamics that require repair.

Repair as innovation

Everyone involved with developing or integrating Sepsis Watch into effective clinical care carried out essential repair work in the wake of the disruptions and destabilizations created by the system’s introduction. But more than anyone else, the RRT nurses who monitored the Sepsis Watch app developed key forms of repair work that allowed the system to succeed. This work often involved drawing on the nurses’ existing knowledge of the hospital and trying to produce ad hoc solutions. “Workarounds” following implementation of new processes or technologies are a common and widely studied phenomenon in the health care domain. However, as scholars Kathleen Pine and Melissa Mazmanian argue, it is important to understand such practices not merely as temporary or casual forms of work but instead as skilled and essential forms of coordination. Throughout the six-month pilot, RRT nurses carried out various forms of repair work, integrating Sepsis Watch into organizational hierarchies, norms, and workflows in ways that were both unanticipated and essential.

One form of repair work was mediating the professional hierarchies and traditional workflows that had been disrupted. For instance, the RRTs developed techniques to time their calls appropriately for the “rhythmscape” of the hospital, accounting for the importance and experiences of time in how organizations function effectively,

an important theme for organizational scholars. For instance, Eric explained that one thing that has “a huge effect” on how responsive doctors will be to the calls “is shift change. So I know what time they change shifts. I’m not gonna call 45 minutes before ... it’s like they’ve mentally checked out. I’ve never had anybody willing to [engage]; they don’t want to talk.” RRTs also developed a practice of grouping calls together by pods—the term used to describe the subdivisions of the ED that are managed by one care team. Before calling about a high-risk patient, they would conduct a triage review of all the existing patients in the app to see where all the patients were located. This way, rather than calling about one patient, and then calling back 10 minutes later about another, they could bundle the patients into one conversation so that the doctors were not overloaded—or annoyed—by constant calls.

RRTs managed time not only as a strategy of efficiency but also as a form of respecting professional autonomy. For instance, they monitored what was happening with a particular patient and what the clinicians were doing before calling down to remind them about required protocol steps. “I’ll give [the ED nurse] a little bit of time like, you know, if [the doctor] really just prescribed the antibiotics and it’s still within the timeframe, I’ll give them some time ’cause, again, I know they’re busy and they’ve got other things to do.” Another RRT nurse, Tracy, explained,

Most [care providers] are also very kind and they’re happy to hear from us. Sometimes they’re busy. I notice it’s nice and they appreciate it when I start the conversation off with hey, you know, I’m [person’s name], I’m RRT nurse working the sepsis watch tonight, I want to talk with you about a patient or two patients or whatever it is. Is this a good time to talk? ... I notice that’s been helpful. I think they’re more receptive to me if I at least offer, is this is a good time to talk? Most of the time they say yes, sometimes they say no and then I’ll say, can I call back in 15 minutes?

These kinds of strategies were not in the original workflow designs, but were key to effectively asking for doctors’ time and attention. When the DIHI team was originally planning to support the new workflow, they prepared scripts that the RRTs were encouraged to use when making phone calls. They weren’t required; they were suggested to facilitate the conversation. The scripts were straightforward, representing what the DIHI team, including the clinician leads and ED representatives, thought would be needed. In fact, they had been created as a means to reduce the amount of work RRTs would need to do in order to make the phone call. However, the knowledge and expertise of the RRTs was irreplaceable. None of these scripts included the strategies that the RRT nurses would ultimately use to effectively communicate with the ED physicians.

In addition to managing call timing, RRTs developed additional techniques to mitigate the annoyance that many doctors felt. One nurse explained how she had developed a way to effectively probe what she might need to do in the conversation:

In a typical interaction I always start the same way. ‘Hi, this is [person’s name]. I’m the RRT nurse from Sepsis Watch. How are you?’ I ask how are you so that I can immediately get a feel of whether or not they’re busy and want to talk. ... And even though I know they don’t want to waste time with ‘how are you,’ it gives me an indication of how this call’s gonna go.

This example was one of many where RRT nurses developed techniques involving a great deal of what Arlie Hochschild called “emotional labor,” constantly negotiating their tone and approach based on the affective reactions of the doctors they called.55 “Emotional labor” refers to the planning, management, and display of feelings and emotional expressions at work to facilitate organizational goals and norms, often supplementing other forms of physical and cognitive labor. While emotional labor is a critical component of many jobs, it is stereotypically gendered as female and lower-status work, and is associated with lower wages.56

---

In order to integrate Sepsis Watch into the clinical workflow of ED clinicians, RRT nurses not only managed their own displays of emotion, but also found ways to inspire feelings in others. This emotional labor became a form of repair work, in which their affective management of the situation enabled an effective exchange of information. Another nurse, Kim, explained:

> When I usually call, I introduce myself and say I’m with Sepsis Watch and then mention that there’s a patient that, per Sepsis Watch, is meeting or at high-risk for sepsis. And I just kind of ask their opinion, “Is that something that’s … on the differential or you’re looking into?” … I think initially some of the wording [from the original workflow sheet] could seem a little accusatory to them, and be like “This patient is probably septic. Have you done anything yet?” or things like that. I kind of learned to just be more open-ended with the conversation… to say “Hey, this patient on our end is populating as they could be septic. Is that something you’re thinking as well, or not?”

Here, the RRT nurse is careful to say what she is seeing on “our end,” meaning from the perspective of Sepsis Watch. This kind of careful delineation of work boundaries was another form of repair work that RRTs undertook. To bridge the “disconnect” between the ED and Sepsis Watch, both interpersonally and diagnostically, RRT nurses created and maintained the boundaries of their “professional scope of practice.” RRT nurse Tracy emphasized, “It’s not in our scope of practice to make recommendations. I’m not a doctor, that’s not within my jurisdiction to tell you what to do.” RRT nurses described the motivation to do this boundary-work variously as “not trying to overstep,” and “to staying in my lane.”

Reflecting on the positive change in the typical Sepsis Watch call over the previous months, RRT nurse Ashley said, “I think [ED physicians are] now realizing that it’s just a tool to make sure that if we are gonna treat for sepsis that the tasks are being completed within the timeframe that we need them to be as opposed to us making sure that they are treating sepsis correctly. I think they’re realizing we’re not here to contraindicate your diagnosis. We’re just here to manage the time.” The calls were more effective in part because the repair work of
the RRTs had created a new way to bound their work—doctors were in charge of judgment and nurses were there to track the logistics of timing and execution.

At the same time, another form of repair work performed by the RRTs involved stitching together justifications for the risk score so that it could be integrated into the diagnostic communication flow, something not clearly within their scope of practice. In order for Sepsis Watch to be effective, the tool’s outputs and the diagnostic practices of the ED had to be woven together, and this work of stitching together fell on the RRTs. This became most clear in the ways in which the RRTs researched and prepared for their conversations with the ED physicians.

Every RRT started to do a “chart review” on patients before calling down to the Emergency Department. Sitting at their computer workstation, an RRT would pull up the electronic health record of patients and review their histories and current conditions, something that the ED clinicians downstairs in the ED would also be doing as part of their care. In this way, the RRTs contextualized the risk score, both for their own understanding as well as to more effectively communicate with the treating physicians. That RRT nurses began doing this was a surprise to the DIHI development team, because this had never been articulated as part of the workflow or planned in the design. However, contextualizing the risk score facilitated more nuanced conversations with physicians. As one nurse explained, he found it important to make clear that he’s knowledgeable about the patient.

Some RRTs performed even more due diligence before calling, reviewing and tracking the charts of medium-risk patients, or anticipating potential pushback from physicians. As one nurse explained, “As I start to do a chart review, I look at it in the sense of proving to me it’s not [going to be sepsis].” Those RRTs who felt the responsibility to most effectively communicate described gathering evidence from the chart to support the risk score generated by the Sepsis Watch model. With this information, the RRT could engage in a diagnostic conversation more akin to a traditional clinical exchange. These RRTs found that many doctors would want to
know why the score was coming up as it was if they weren’t “seeing it” in the patient. Armed with contextualized details about the patient and potential hypothesis, the RRTs and doctors could more effectively engage each other.

However, in the particular case of justifying the risk score, the repair work created a new kind disconnect. On one hand, the repair work, necessary in the wake of disruption, ultimately made the implementation of Sepsis Watch successful and allowed more high-risk patients to be treated. On the other hand, the rationales and explanations that RRT nurses were developing were not always accurate. While every RRT nurse we spoke with understood that Sepsis Watch predicted the risk that someone would develop sepsis (as opposed to actually diagnose sepsis), many RRTs misunderstood how the model arrived at the risk score.

One nurse explained during an observation that he thinks “it is looking for keywords” in the medical record, which is not the case. Others pointed to specific lab tests as being criteria for Sepsis Watch to generate a high risk score. While lab tests are variables taken into account by the model, citing a lab test as causing the risk score is an inaccurate description of how the model works. In this case, this inaccuracy didn’t negatively impact the tool’s use. Exploring the implications of this dynamic with regard to debates around explainability and AI are important, but beyond the scope of this report.57 Salient for our discussion here is that such repair work was necessary and occurred, but the ways in which it occurred may have had unintended consequences.

The repair work of the RRTs reveals implicit and explicit forms of expertise. The RRT nurses exercised their varied forms of expertise in order to effectively integrate Sepsis Watch as they applied their knowledge of organizational rhythms, performed

---

57 When our research began to bring these practices to light, the DIHI team made changes to the interface and to the educational materials around Sepsis Watch in order to correct these misattributions of cause. Over the course of Sepsis Watch’s development, the need to justify, explain, and trust a “black box” deep learning system was a constant focus as a design and responsible innovation challenge. The first author and the DIHI team explored these issues in a previous article: Sendak, et al., “The human body is a black box.”
emotional labor in order to facilitate interactions with harried and skeptical doctors, and leveraged their clinical expertise by engaging in diagnostic conversations. The RRTs also became experts in the care of sepsis, itself. As Jennifer, a nurse who had worked at Duke for only a year but had worked in other ICUs for over 15 years, explained:

It’s really, it’s been enlightening and I think ... the RRT role doesn’t just feel like you’re a rapid response nurse, right? Like, you are a sepsis watch nurse. Like you are watching sepsis ... in the ED. And it’s cool, you know, it’s a totally new job title under the RRT role. And a new responsibility— one I welcome. I think it’s really good. And I think having a nurse with good clinical judgment, hopefully, as being that second check [is important], right?

To be sure, not every RRT nurse found the new role and responsibilities enjoyable or satisfying. Some we spoke with felt that it took away from their primary duties of bedside care, echoing a common concern among nurses as ever more sophisticated technologies enter the hospital and demand their attention. In fact, all the nurses we spoke with were very careful to differentiate what they were doing with Sepsis Watch as being distinct from providing clinical care, which they understood to necessarily involve physically seeing patients. Nonetheless, many embraced the new work, finding an interesting challenge.

It’s important to note that much of the repair work we describe was possible because the autonomy of the RRT nurses was respected. As trained intensive care nurses, they were clinicians with clinical decision-making experience and expertise. The RRTs had been allowed professional discretion—to make decisions about how to carry out their responsibilities—and in

---

58 For a study of the long and inextricable history of nurses and medical technologies, see: M. Sandelowski, Devices and Desires: Gender, Technology, and American Nursing (Chapel Hill, NC: University of North Carolina Press, 2000).

59 The ways in which nurses conceptualize and practice care is an important area of study, and beyond the scope of this report. For a fascinating ethnography of nurses and tensions around care see: Daniel F. Chambliss, Beyond caring: Hospitals, nurses, and the social organization of ethics (University of Chicago Press, 1996).
turn, the flexibility to improvise and create the conditions and tactics of effectively communicating the risk scores produced by Sepsis Watch. The repair work performed by the RRTs could be effective and for many, empowering, because their professional discretion and expertise was supported, not undermined, by the team developing Sepsis Watch.
Evidence-based Interventions: a Double-edged Sword
The stakeholders directly implicated in Sepsis Watch varied in the degree to which they embraced Sepsis Watch as an effective intervention. In this report, we’ve mainly focused on one set of stakeholders, RRTs, but in this section we expand our perspective in order to examine some of the limitations and additional resistance facing the technology’s implementation.

Some physicians called into question whether compliance analytics (i.e., tracking whether sepsis CMS bundles were completed in the correct amount of time) could or should be used as a proxy for patient care. For instance, one physician, Arthur, pointed out that an improved compliance with sepsis care protocols might not necessarily mean improved patient outcomes. Before really trusting the value of the system, he wanted a clear connection to data tracking patient mortality rates. From the perspective of the developers, patient mortality was not a metric they were using to assess the success of Sepsis Watch. Prior to implementation, the team had prioritized picking a metric that accurately reflected the specific intervention that Sepsis Watch had been designed to address: improving sepsis protocol compliance within the CMS mandated timeframe. In this way, the team’s goal could be as discrete and defined as possible and enable more accurate evaluation.

The goal of improved compliance was chosen because improving compliance is demonstrated to lead to better patient outcomes. However, improved compliance is not necessarily the same thing as improved patient outcomes. Several doctors pointed out that for some patients who were already overloaded on fluids, they didn’t feel comfortable pushing the extra fluids required to formally complete the protocol. They might do every other step of the protocol, except push more fluids, because in their judgment, that was the best care for the patient. In this hypothetical scenario, the patient’s health might improve, but the doctor’s care would have failed to comply with the standard protocol. To complicate the matter, protocol compliance is not simply a matter of individual patient health. Rates of protocol compliance, for sepsis as well as many other diseases, impact the rates of reimbursement hospitals receive from Medicare as well as the relative rankings of quality of care at different institutions. The needs and motivations for standardized care are complex, to say the least.
The concern from these doctors was that if compliance with a standard is the only thing being measured, there is the possibility of missing the goal that the compliance was originally aiming to meet. By analogy, was this tool improving education or simply teaching to the test?

The clinical leads on the project and clinicians who supported this intervention emphasized that the health-care community operates on the general consensus that evidence-based guidelines improve patient care. Standards are not perfect, but they are the best way forward. That a tool like Sepsis Watch aims to increase compliance with evidence-based guidelines should generally be considered a net positive.

Nonetheless, the concerns of these doctors point toward a set of ongoing tensions implicated in integrating AI systems into health care: On a primary level, measuring what an intervention does and does not do must be tightly coupled to what the model and the data represent. This tension also underscores the importance of specifying and measuring the right goal at the beginning of the project. Additionally, the tension between analytics as a measure of compliance versus a measure of care points toward the need to fully account for how new technologies may ossify existing guidelines or rules in unexpected ways, even though such guidelines may be misguided or may not be appropriate for every patient. The risk is that new forms of automation risk over-writing the local ways in which workers exercise flexibility and professional discretion.

In the case of Sepsis Watch, decisions about patient care were left to the discretion of the attending physician, and we saw how the Sepsis Watch system design also created space for nurses to exercise discretion. However, future technologies will not necessarily respect clinician autonomy.


Finally, while many stakeholders understood this as a technology-enabled solution, others wondered if it was simply a success based on resource allocation. Were patients receiving better care because of the predictive capacity of the model, or because a nurse was calling a physician, essentially reminding them to think about and quickly treat sepsis? Given the existing reality that high-tech and data-driven interventions attract attention and resources, it is likely that without Sepsis Watch, the resources to pay and support the RRT nurses’ time might not have been allocated. The needs of the Sepsis Watch project justified the reallocation of resources in ways that might not have been possible otherwise. Reflecting on this dynamic, one nurse commented, “It’s like if you nag your husband to take out the trash. And he says, ‘I was already going to take out the trash!’ And the fact is, maybe he was. Maybe he wasn’t. But at the end of the day, the trash got taken out.”
Looking to the Future of AI in Routine Clinical Care
Technologies hold great promise to address some of the world’s most pressing problems, but without careful integration into our existing social worlds, they risk failure at best and harmful consequences at worst. In health care, AI-driven interventions have the potential to enhance people’s lives—but they will not do so automatically or uniformly. Along every step of development, from problem formulation to dataset selection to validation and implementation, there are consequential choices that shape how and how well a technology will work. There is a growing field of research examining the challenges and best practices facing AI development. However, there remains relatively little focus on the challenges and opportunities facing AI implementation and what is required to responsibly take an innovation from the lab or boardroom out into the world.

This report has examined the implementation of Sepsis Watch into the Duke Emergency Department as a way to examine some of the challenges and opportunities that arose when an AI-driven intervention was actually used in a clinical context. By framing Sepsis Watch as a complex sociotechnical system, not just a machine learning model, this report brings into focus the critical role of human labor and organizational context in developing an effective clinical intervention. Our research demonstrates that it is more than the model and data that make an intervention work; an intervention becomes effective through complex sets of people, practices, technologies, and infrastructures. Taking a sociotechnical view reveals that the social dimensions of an intervention are fundamental to how these systems actually work and how they can fully address the problems they’ve been designed to solve.

---

Moreover, in this report, focusing on these social dimensions of the system revealed an underappreciated aspect of innovation: When innovations disrupt, there must also be repair to realize effective functioning in the world. Repair does not re-establish a status quo, but rather creates a new set of practices that brings into being the full extent of possibilities imagined for a technology.

Prioritizing the work of repair, in this case carried out by the RRT nurses, shifts our focus from those who initiate a project to those whose work and skill is required to make it function. Valuing the work of repair and the individuals who perform it expands traditional conceptions of where innovation occurs and what it looks like, drawing attention to new kinds of necessary expertise. In this expanded conception, it is not only the work of computer scientists and engineers, kinds of elite work typically gendered male and predominantly white, that can be seen as key to innovation. Rather, it is the skills and expertise of frontline workers, in this case nurses, who repair what has been disrupted and enable the system to work effectively in the world. The value of this work must be recognized and supported in every AI-driven intervention.

In many ways, Sepsis Watch was a successful sociotechnical implementation of AI into health care. But we also need to keep in mind the limitations and open questions raised by this intervention. To explore a problem sociotechnically also means to be aware of the ongoing social dimensions of the system and even the problem itself.

One important set of questions and potential limitations involves the use of electronic health data and the potential to introduce or re-entrench racial disparities in health care. Electronic health records are the data foundation upon which Sepsis Watch, and many other AI and data-driven interventions, are built. However, uncritical use of electronic health records data will entrench and perpetuate
existing health inequities. In the United States, the COVID-19 pandemic has laid bare the profound disparities in health and health care facing Black, Hispanic, and Indigenous communities. AI and data-driven interventions must acknowledge these disparities and actively mitigate them. What this acknowledgement, mitigation, and intervention looks like in practice is a crucial area to develop and study.

Another set of research questions revolves around the medium- to long-term effects of implementing AI systems for clinician expertise, and how this might change professional practice and medical education. The research presented in this report took place at the early phases of introducing a new technology. Even over the months during which we conducted interviews, attitudes and work practices shifted. Early studies of the use of robotics in surgery demonstrate significant changes in the ways in which surgeons learn and practice their skills. In the case of systems that combine clinical expertise and machine learning prediction, like Sepsis Watch, there is the potential to introduce over-reliance on the AI technology or even deskilling. The feedback loops, both expected and unexpected, between human expertise and machine prediction need to be closely examined and refined.


Moreover, the dynamics of disruption and repair and the work of building trust in the context of remote care will be increasingly relevant as health care shifts in response to COVID-19. For instance, how will more remote tele-health conversations and consultations shift the work of care? What kinds of repair work will clinicians need to perform to effectively care for patients? How can design and implementation processes best support this repair work, and how can new projects enact principles of design justice?67

With this report and its focus on the repair work that is required in the wake of disruptive innovation, we hope to have demonstrated that these questions and the many others facing the future of AI in health care must be understood as more than questions of models or datasets. Examinations of interventions in situ, in their cultural and institutional context, are essential in order to understand the full range of consequences and implications.

---

67 Sasha Costanza-Chock, *Design justice: Community-led practices to build the worlds we need* (Cambridge, MA: MIT Press, 2020).
APPENDIX: METHODS

The research described in this report, from research design to final analysis and writing, was conducted over the course of two-and-a-half-years, from the winter of 2017 to the summer of 2020. The project began when the primary researcher, Madeleine Clare Elish, was introduced to the project lead at DIHI, Mark Sendak, through a mutual acquaintance. Over the spring and summer of 2017, a research collaboration between Data & Society and DIHI was agreed upon to investigate the socio-cultural dimensions of implementing Sepsis Watch.

The motivating research question was focused on how professional roles change or are reconfigured through the introduction of a computational “intelligent” agent in a health-care setting. To address this question, the primary researcher conducted research and field visits with the support of independent philanthropic grants to Data & Society. There was no financial arrangement between Data & Society and DIHI. Before any human subjects research began, an Institutional Review Board protocol was developed and approved by the Duke University Health System Institutional Review Board (Pro00093721 DUHS).

Research at DIHI and Duke Hospital was carried out by the primary researcher and an undergraduate researcher, Sahil Sandu, and included on-site semi-structured interviews as well observations of clinical practice and hospital administrative meetings. In total, 37 semi-structured interviews were conducted: 7 technologists, 17 physicians, and 13 nurses. The primary researcher also observed 29 hours of clinical practice: 13 hours shadowing RRTs, and 16 hours shadowing clinicians in the ED. Race and demographic data was not collected in order to protect the anonymity of research participants.

Data analysis and coding were conducted by the primary researcher and a graduate research assistant, Elizabeth Anne Watkins. Both researchers separately read through the interview transcriptions
and field notes, using guidelines drawn from grounded theory analysis.68 Together, they discussed emergent themes and related literature from the fields of organizational sociology, science and technology studies, technology adoption in health care, and feminist epistemology. These discussions elucidated shared observations on reconfigurations to professional roles and organizational routines, and in particular the emergence of novel kinds of labor. As findings began to coalesce, researchers also concurrently consulted with relevant literature in an iterative, back-and-forth process. From these discussions, researchers then chose a set of thematic patterns, at which point they revisited previously analyzed data to further strengthen their analysis with additional empirical insights.

At the conclusion of field research and an initial period of analysis, early findings were presented to DIHI and to clinicians involved in the project, with their feedback further shaping the analysis. Over the course of developing the report, the research was also presented at 4S and the AI100 workshop on “Prediction in Practice” at Cornell Tech, and workshopped with the Data & Society Raw Materials Seminar and the Algorithmic Fairness & Opacity Group at University of California, Berkeley.
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