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Response to the Federal  
Trade Commission’s  
Advanced Notice of  
Proposed Rulemaking on 
Commercial Surveillance  
and Data Security  
(Commercial Surveillance ANPR, R111004)

Data & Society Research Institute is pleased to submit a response to the Advanced Notice 
of Proposed Rulemaking (ANPRM) published by the Federal Trade Commission (FTC) on 
Commercial Surveillance and Data Security. 

Data & Society is an independent, nonprofit research institute studying the social impli-
cations of data-centric technologies and automation. We produce empirical research that 
challenges the power asymmetries created and amplified by technology in society, and 
work to help ensure that artificial intelligence (AI) systems are accountable to the commu-
nities within which they are applied.

We are pleased to see that the FTC is seriously considering rulemaking on commercial 
surveillance and data security. The commercial surveillance industry has permeated 
business practices in the digital age and made avoiding data collection and its effects 
impossible for consumers. 

Our comments argue that the FTC must pursue rulemaking to curb the rampant unfair 
and deceptive commercial surveillance and data security practices to which the 
commercial surveillance industry subjects consumers, particularly protected classes, 
children, and workers. 
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Specifically, we recommend that: 

•	 �The FTC pursues and creates rulemaking to combat unfair and deceptive commercial 
surveillance and data security practices.

•	 Commercial surveillance regulations mandate data access for research.

•	 �Commercial surveillance regulations include transparent assessment practices, 
paths to redress, and justice for impacted consumers.

•	 �Commercial surveillance regulations include specific protections against harms to 
protected classes.*

•	 Special protections be enacted to protect children and teens.

•	 Special protections be enacted to protect workers.

1. The FTC must pursue rulemaking to combat the varying and specific ways commercial 
surveillance and data security harm consumers. 

Consumers’ personal, behavioral, and financial information is widely available for companies 
and governments to mine, often without consumer consent.1 Such information is commonly 
misused via commercial surveillance practices that harm consumers, often in pernicious and 
unaccountable ways. Extensive evidence demonstrates this harm is borne disproportion-
ately by protected classes, children, and workers, as we review below. However, unchecked 
industry wrongdoing has consequences for every individual and for society as a whole. All 
consumers are likely to face price discrimination,2 misuse of sensitive medical,3 behavioral,4 
and location information,5 coercion via deceptive software interfaces called dark patterns,6 
and unaccountable administration of the information,7 opportunities,8 and people9 presented 
to them (Q7). Many systems are designed not for fair trade with consumers, but for extract-
ing information by maximizing the time people spend on a platform — trading instead on the 
product of their attention.10 These deep asymmetries in the information available to firms 
and consumers enable the coercion and exploitation of consumers (Q8). The Commission to 
date has not adequately addressed the scope of these harms (Q9).

Commercial surveillance harms consumers not only personally but at the societal level. 
Evidence indicates that commercial surveillance has distorted US elections. Platform de-
sign enables consumer information to be used to target people in their capacity as voters, 
facilitating misinformation,11 voter suppression,12 and astroturfed manipulation of the 
tenor and content of political debate — often emerging outside the United States.13 Each 
of these consequences flows from social media business practices which primarily classify 
(and mis-classify) consumers at ever-increasing levels of granularity and inference; this 

* To ensure that historically marginalized groups receive protection from unfair and deceptive commercial surveillance and 

data security practices, any regulations the FTC pursues must include an expansive and intersectional approach to defining 

discrimination. In our comment, protected classes include those that are federally protected, and other communities 

that suffer from systemic discrimination. We believe that the FTC should include the protection of communities and the 

approach to addressing algorithmic discrimination laid out by the Office of Science and Technology Policy in its October 

2022 “Blueprint for an AI Bill of Rights.” https://www.whitehouse.gov/ostp/ai-bill-of-rights/.
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practice provides the engine for selling  and disseminating political advertisements 
without sufficient oversight,14 nor standard FEC disclosures.15 Other societal harms of 
commercial surveillance include to consumer choice via threats to competition,16 the 
chilling effects and repressive potential of increasing public-private data sharing,17 and 
the public health effects of platform design decisions on mental health18 and the fabric of 
communities at scale19 (Q7).

As we explore more fully below, the groups most adversely impacted by commercial surveil-
lance are protected classes, children, and workers. Consumers are routinely both targeted 
and excluded on the basis of their race, ethnicity, and gender; these practices are made 
possible through business models that are reliant on user tracking and personalized ads 
which definitionally stratify users and channel information provided to them. For instance, 
an investigation by The Markup found that Facebook was used to serve discriminatory 
advertisements for job opportunities, enabling advertisers to exclude people based on 
racial “affinities.”20 Google ads were found to target job opportunities on the basis of 
gender.21  Discriminatory targeting of this nature has been documented in a number of 
domains, including in voter suppression efforts22 and housing.23 Harm to protected classes 
also results from algorithmic error and bias,24 which has reinforced discrimination against 
protected classes in contexts such as false arrests,25 online search results,26 healthcare,27 
the judicial system,28 and education29 (Q7, Q8). 

Commercial surveillance practices are especially harmful when lives and livelihoods are at 
stake, such as when they are used by employers to oversee workers or by public agencies to 
administer law and policy. For instance, the in-home healthcare industry increasingly relies 
on electronic visit verification systems to track home health care workers. These tools 
are frequently designed assuming care recipients are homebound and, by implementing 
geofencing, either limit the mobility of those receiving care or deny workers their earned 
pay.30 Care workers and recipients are subjected to commercial surveillance tactics that 
degrade the quality of their work and work experience with no path to recourse. Similar 
problems are evident in the automated identification used by law enforcement; companies 
who report consumers to government authorities for violations may find their accounts shut 
off or assets frozen with no recourse.31 Regulations must be pursued to curtail unfair and 
deceptive practices that will only multiply as the commercial surveillance industry grows.

2. The FTC should mandate that researchers have access to commercial surveillance 
platforms’ data, in order to better characterize these harms. 

Characterizing the unfair and deceptive nature of commercial surveillance is a central 
task for respondents to this call. Many of these harms are well-documented, including by 
investigative reporting done by outlets such as ProPublica,32 and The Markup,33 as well as by 
academic researchers34 and community advocates, and via whistleblowers.35 However, this 
evidence is much more challenging to obtain when data, systems, development processes, 
and internal evaluations are withheld on the grounds of intellectual property claims. Those 
working outside of technology companies have far too little visibility into proprietary systems 
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to be able to answer fundamental questions about system behavior at scale. For instance, 
academic researchers have few means to investigate how often, and to what extent, algo-
rithmic systems discriminate against protected classes and in which sectors discrimination 
is most rampant (Q54). While there is abundant evidence of widespread deceptive and unfair 
commercial practices, the precise rate and pervasiveness of harm is exceedingly hard to 
measure because there is no data repository or other system access infrastructure to enable 
systematic research. The most effective tactics for sourcing data available to independent 
researchers are adversarial research methods, which in turn rely on tenuous conditions such 
as crowdsourced data,36 compelled disclosure via lawsuits,37 or “sock-puppet” audits utilizing 
public-facing APIs.38 In the absence of robust data access, much of this work also relies on 
methods that present their own privacy and research ethics challenges, such as scraping user 
behavior data39 and severely constrained data sharing agreements with tech companies.40

As the FTC undertakes its rulemaking, we encourage the Commission to recognize that the 
available evidence has been shaped by deep asymmetries in access to the development and 
functioning of proprietary platforms. Indeed, this lack of transparency is best understood 
as deceptive and unfair in itself. For all the harms and risks to consumers we describe 
below, perhaps the single most effective intervention that the FTC could take across the 
surveillance and data sectors would be to pry open the door so that independent actors 
can assess and challenge harmful systems.41 This could take the form of mandating public 
APIs to platforms, adapting protocols for sensitive data sharing such as those used in the US 
census, piloting new cross-sector models for data sharing known as “data trusts,” providing 
safe harbor protections for researchers engaged in third-party auditing, establishing robust 
reporting requirements, or a combination of these strategies. 

The FTC should mandate that companies of a sufficient size create research data access 
programs that provide safety- and privacy-balanced access to core outputs and functions 
of regulated systems. The FTC cannot reasonably expect to understand, define, and 
regulate all possible deceptive and harmful practices in the data surveillance and artificial 
intelligence industries; some future harms and errors are definitionally not yet knowable. 
However, by leveraging assessment practices and public documentation standards, the FTC 
could require all developers to assess their own products according to best practices, make 
some portion of those assessments public, incentivize and protect independent assessors, 
and thereby make use of the knowledge and skills of affected communities in holding the 
surveillance and data industries accountable. 

Given the public interest in characterizing the extent of consumer harm, and in light of the 
deep asymmetries in platform data access, we encourage the FTC to:

•	 �Recognize that available evidence on consumer harm has been fostered under a 
regime of technology firms’ overreliance on intellectual property protections at the 
expense of the public interest.

•	 �Support researchers to more effectively characterize surveillance harms though 
unlocking access to research data, which to date they have often had to expend 
resources in gathering adversarially.
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•	 �Mandate key firms and services provide public access to granular, up-to-date data 
feeds called APIs.

•	 �Adapt and disseminate protocols for sensitive data sharing to support a range of 
uses and users, such as those used in the US census. These may also take the form 
of third-party intermediaries known as “data trusts.”

•	 �Establish robust reporting requirements by which researchers can better  
understand design decisions and model training methods, and incentivize  
independent assessment.

•	 �Mandate that companies of a sufficient size create research access programs 
that provide safety- and privacy-balanced access to core outputs and functions of 
regulated systems. 

3. The FTC’s regulations should target specific means by which commercial surveillance 
and data security harm protected classes. 

The rampant misuse of commercial data to harm protected classes requires FTC action to 
both prevent and address discrimination. A number of questions in the ANPR ask whether 
certain kinds of data use should be targeted or banned entirely (Q38, Q53, Q67) and 
whether rules should focus on types of data or apply generically (Q10, Q21, Q46, Q53). We 
respond that prohibiting data collection about protected classes would not itself provide an 
effective means of preventing harm. Research in AI fairness has demonstrated repeatedly 
that the proxies for sensitive data indicating membership in a protected class are plentiful 
throughout the data ecosystem, and that addressing the fairness risk created by these 
proxies is conceptually and technically challenging.42 Proxies for protected classes are 
often counterintuitive or unpredictable, rendering any attempt to regulate sensitive types 
of data moot. Even seemingly innocuous data can be put to nefarious ends using open-
source and readily available tools, such as predicting race based on last name and ZIP code 
alone.43 For example, given the United States’ history of de facto and de jure racial housing 
segregation (aka, “redlining”), the attribute “race” often closely correlates to zip codes, 
which can be predictive of outcomes in domains as wide ranging as insurance rates,44 
obstetric health,45 access to Internet services,46 and criminal justice47. Therefore, in the 
absence of careful assessment and governance, big data and machine learning applications 
in these domains can import and reinforce discriminatory outcomes. 

The close correlation between seemingly innocuous and widely used data attributes and 
proxies for protected classes must be a key consideration for FTC rulemaking. Sensitive 
demographic data collected from and about consumers (and its many proxies) certainly 
deserve extra scrutiny and security. However, discriminatory applications of data are 
not harmful because they are trained on explicitly sensitive data, but because they are 
carelessly or intentionally put to use for discriminatory purposes that unfairly benefit a 
commercial actor. Focusing rule-making on ostensibly sensitive types of data (e.g., race 
and gender) is therefore less likely to be successful at reducing deceptive and harmful 
practices than focusing on the purpose and consequences of data uses. 
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To prevent harm to protected classes, a more effective means to prevent harm would be to 
place restrictions and reporting requirements on potentially harmful purposes to which data 
and services are put. In a society with deep histories of structural discrimination, many data 
applications risk mirroring and reinforcing those histories and violating anti-discrimination 
statutes. Therefore, the FTC should start with a presumption that any type of data can 
be used in a discriminatory fashion and create affirmative obligations for developers to 
demonstrate to the public that such risks have been assessed and governed. This burden of 
evidence should be placed on developers of systems that use consumer data in a regulated 
sector such as finance or law enforcement. Sectors that have significant impact on con-
sumers’ lives should be under a general obligation to assess and transparently report risks 
and system governance. 

Data about protected classes is itself a valuable tool for understanding the extent and 
status of data-driven discrimination, and therefore FTC rulemaking should permit sensitive 
data collection and analysis for this purpose. Any effort to measure a system’s propensity 
to discriminate against protected classes requires understanding which users are members 
thereof. This need might require the collection of greater quantities of granular demographic 
data, which in turn presents a tension between competing goals for fairness and privacy.48 
Testing for demographic unfairness can present material conflicts with privacy interests of 
vulnerable populations. Ideally, testing for disparate impact should not generate new data 
surveillance harms; likewise, it should not impose new legal liabilities to tech companies 
that wish to understand the impacts of their systems but do not want to hold additional, 
highly sensitive data about users. The FTC — and related governmental agencies focused on 
innovation and technology policy — should seek to promulgate best practices for navigating 
these conflicts, such as utilizing synthetic data or consented user focus groups. These may 
include the collection of demographic data for evaluation purposes alone, as well as organi-
zational and technical means of firewalling sensitive data from other uses within a firm.

Many harms to protected classes result from disproportionate error rates for some 
demographic groups over others. However, FTC rulemaking is not likely to be successful at 
preventing harm with mandatory targets for permissible error rates (Q56). Algorithmic error 
is inevitable in the design and deployment of algorithmic systems;49 there is no reasonable 
means of generically regulating industry error rates because appropriate error rates are 
highly context-driven. Instead, the challenge for the FTC is to encourage companies to 
only use algorithmic systems in which the error rate is appropriate for a given use, and to 
provide transparent documentation about that error rate and the design process that was 
used to conditionally accept it. A high error threshold might be tolerated in a low stakes 
application such as ad services, while lower error rates might be required in a higher-stakes 
application such as medical diagnostic services or public housing allocation.

A further element of FTC rulemaking can introduce more stringent guidelines by which 
companies train their systems to prevent algorithmic bias and self-report their error and 
accuracy rates;  this requirement would allow for more context-driven decisionmaking than 
establishing a target error rate limit across domains (Q56, Q89, Q92). A public-facing algo-
rithmic impact assessment or similar transparency artifact would document the expected 
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error rate and its appropriateness for a given deployment. It should also include measures 
for differential error rates across protected class demographic categories, especially if 
demographic features are used in the modeling (Q65). Other agencies may find it appropri-
ate to establish additional domain-specific rules that the FTC is not well-suited to regulate 
and where the stakes are higher (e.g., CFPB may set limits for error rates in mortgage credit 
algorithms). In lower-stakes applications, simple public reporting — and the potential social 
and competitive market pressures that it could drive — would represent a significant 
improvement over the current landscape.

The FTC must also consider restrictions on applications of commercial surveillance, such as 
facial recognition, that threaten fundamental civil rights. Changes in industry practice are 
possibly improving disparate performance rates across some demographic categories.50 
However, the choice to frame algorithmic harms on protected classes as primarily a result 
of error and algorithmic bias has risks: more accurate systems alone are not sufficient to 
address harm to protected classes. When algorithmic systems are used in areas that have 
significant impact on consumers’ lives like housing, loans, and hiring decisions, they remain 
embedded in social domains characterized by multiple intersecting legacies of discrimina-
tion. Manufacturers’ claims to increasing system accuracy over time present new risks in 
the form of fewer precautions in the use of algorithmic systems. The FTC can play a key role 
in establishing safeguards for particularly risky applications of algorithmic systems; such 
safeguards are enumerated in part as accountability mechanisms in the following section. 

We believe that the FTC must:

•	 �Forgo efforts to ban collection of enumerated sensitive data types, in recognition of 
the fact that many data attributes serve as proxies for demographic categories.

•	 �Restrict or ban the use of algorithmic systems for dangerous or discriminatory 
purposes while placing the burden of evidence on developers to demonstrate 
safety and fairness.

•	 �Allow firms to collect sensitive data on demographic categories for the purpose of 
evaluating their systems and services.

•	 �Introduce more stringent guidelines by which companies must train their systems 
to prevent algorithmic bias. 

•	 �Require companies within sectors that have significant impact on consumers’ lives 
to report the error and accuracy rates of their systems to the public.

•	 �Restrict applications of commercial surveillance, such as facial recognition, that 
threaten fundamental civil rights.

4. The FTC’s regulations must create accountability mechanisms that include affirmative 
obligations for transparent assessment practices, paths to redress, and justice for 
consumers. 

The FTC should use its powers under Sections 5 and 18 to prevent unfair and deceptive 
practices in part by creating pathways to robust accountability mechanisms: specifically, 
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mandating public-facing documentation, impact assessments, and means to redress. 
Consumers cannot reasonably be expected to protect themselves from systems which 
they have no statutory right to inspect or demand changes of (Q5, Q6). As multiple scholars 
have argued, accountability for algorithmic systems requires that consumers be empowered 
to demand changes to deployed systems and seek redress for harm.51 The FTC has an 
essential role to play in supporting the public to more effectively make these demands. It is 
crucial that the FTC takes action by facilitating accountability structures through regular 
assessment and transparency reporting to protect consumers from unfair and deceptive 
practices (Q89, Q92, Q94).

The FTC should require robust documentation of decisions made in software development 
lifecycles for systems that threaten consumers. Many technology firms are prepared to 
respond to such mandates via their investment in internal risk management teams (named 
variously as overseeing privacy, responsible AI, or responsible innovation) to address 
concerns about the aforementioned harms. Such teams have generated numerous frame-
works that can serve as models for documentation requirements, such as datasheets for 
Datasets,52 Model Cards,53 and disparate impact reporting. Standards organizations and 
federal agencies have begun promulgating playbooks for accountable data systems, such 
as NIST’s “AI Risk Management Framework.” However, without rule-making from federal 
regulators, these efforts remain voluntary, scattered, and wholly unsynchronized. Even if 
leading technology companies wish to conduct assessments of their systems, they are 
often stymied by the lack of a coherent regulatory vision and reliable market conditions that 
incentivize industry-wide adoption. 

The FTC must also require routine assessment processes during the full data and machine 
learning lifecycle for systems that have significant impact on consumers’ lives. Assess-
ments ought to be undertaken prior to full deployment, and ought to be updated throughout 
the lifecycle of a product. While it is not possible to a priori define the questions required 
for a given assessment, the FTC can define a framework akin to an environmental impact 
assessment by which experts can participate in guiding design decisions and anticipating 
adverse impacts. In particular, second-party, commissioned assessments hold the greatest 
promise for balancing the challenges of first-party assessments (conflicts of interest) and 
third-party (lack of access).54 Assessment practices like these create footholds to prevent 
unfair and deceptive practices during the design process — prevention is preferable to 
seeking redress after harm is done, especially for vulnerable groups who may lose pivotal 
opportunities for economic, social, and political advancement. Robust guidance on assess-
ment practices will grow increasingly critical as artificial intelligence capacity moves out of 
the primary technology industry (where assessments are being piloted) and into secondary 
sectors such as insurance, medicine, and finance. 

It is essential that the FTC require both design documentation and impact assessments 
to be public. The public rarely has access to essential information about the assumptions, 
key design decisions, and performance evaluations of systems in use. There is no statutory 
right to view documents like these outside of legal discovery (Q6). When the public has no 
access to such artifacts, they fail to realize their potential as leverage for public oversight. 
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Indeed, previous scholarship on “legal endogeneity” finds that companies who create 
internal risk management and impact assessment processes (such as privacy impact 
assessments) operationalize them to support business as usual.55 However, public report-
ing alone is not enough to prevent harm; impact assessments and other documentation 
are most useful when they are used by consumers, advocates, lawmakers, and law enforce-
ment to hold developers responsible for harms. Without venues such as public hearings, 
administrative procedures, and courts to contest harmful practices, advocate for changes, 
or seek redress, public disclosure efforts are empty (Q84). 

Finally, the FTC must recognize that those whose lives are affected by a given system 
should play a central role in its design and assessment. A growing share of scholarship 
argues that ongoing consultation with directly impacted people should be a required com-
ponent of high impact algorithmic system design, auditing, and regulatory frameworks.56 
One form this might take is that impacted communities guide the design process and 
provide input on the intended purpose of a system prior to its development, with the 
capability to reject the development of a given system.57 Technology developers and the 
FTC can draw lessons from decades of work on environmental impact assessments, which 
have successfully integrated input from local residents, advocates, and subject matter 
experts in shaping the ultimate deployment of a system. Regulators can require public input 
as a formal component of an assessment framework.

As the FTC contemplates rulemaking about commercial surveillance, it must foster 
accountability mechanisms by empowering consumers, advocates, researchers, and civil 
society and enrolling them in oversight. We believe that the FTC should:

•	 �Require robust, public documentation of software development practices for 
systems that have significant impact on consumers’ lives based on responsible 
data and AI frameworks in current use.

•	 �Mandate impact assessments for systems that have significant impact on con-
sumers’ lives that include guidance for how to more responsibly develop systems 
toward preventing harm.

•	 �Establish venues for consumers, advocates, and others to demand changes to 
systems and redress for harms.

•	 �Include public participation from impacted communities and their advocates as a 
feature of requirements for technology development and assessment. 

5. The FTC must protect children and teens from the harms associated with commercial 
data surveillance, but also be mindful of the unique complexities of youth, young people’s 
needs, and their place in a broader family system. 

Children use online platforms and generate data. Children occupy online spaces regardless 
of regulations like the Child Online Privacy Protection Act (COPPA) that require parental 
involvement in any child under 13’s use of a website that collects data. The data of children 
and teens, or more specifically the uses of data about and provided by children, must be 
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treated with an even greater level of care and scrutiny than data from adults. 

Children under 18 are uniquely vulnerable because of the developmental process children and 
adolescents go through as they grow into adults, growth that impacts their ability at younger 
stages to regulate their impulses and to understand, discern, and respond to things they see 
and choices they are asked to make. The youngest age group of adolescent children (roughly 
10–13) engage in very concrete, ego-centric thinking marked by susceptibility to peer 
pressure and concerns. Middle adolescence (approximately 14–17)  is marked by impulsivity, 
and the very beginning of the development of more complex thinking and the ability to project 
consequences of choices or actions.58 This trajectory of cognitive, social, and emotional 
growth requires a different perspective and a greater duty of care for children — already 
evident in our state-based rules governing the age of consent for contracts, marriage, and 
sexual activity.59, 60 Further complicating these age distinctions is that young people do not 
traverse through these developmental stages at the same rate, or at necessarily the same 
time, as their same-age peers. Physical development is not always in step with cognitive, 
social, or emotional development. This means that using the rough age boundaries to impute 
cognitive development (and the ability to consent or understand the implications of data 
collections or online choices) is, at best, inaccurate for many young people, and, at worst, 
actively harmful for others. For this reason, we caution the FTC about creating new age 
fences or categories of youth based on age or physical development. Further, age verification 
solutions that use multiple modes of assessment of an individual — biological age, physical 
age, cognitive or developmental age (Q17) — together in a layered approach will provide more 
accurate age verification of individuals than any of the three modes alone. 

As our youngest users and consumers, minor children have the longest timeline of any of 
us to be haunted by the ghosts of commercial data collection and, as outlined above, its 
potential for discrimination and harm (Q13). For these reasons, children under 18 must be 
considered a particularly protected class of individuals and must have separate and greater 
data protections than adults. 

One critical tool for protecting minors from data-related harm is that of data minimization — 
where entities are required to collect the smallest amount of data about a user necessary 
to provide a service or do basic research. However, while data minimization is important, it 
cannot be at the expense of accurately designing products that reduce harms to specific 
populations of youth and adults. Data & Society research has demonstrated that some 
tech companies already deploy “strategic ignorance” about the populations that use their 
platforms by not collecting data about users, and using this as a rationale for continuing to 
design inappropriate and harmful products and features for those users.61 Data collection to 
enable the design and testing of products for utility and harm reduction should be allowed 
under any data minimization policy (Q21).

Any data policies for minors must include the ability for young people to delete, expunge, and 
reset the data collected about them and the algorithms fed by that data that shape the con-
tent they see. Sites like YouTube already offer consumers the ability to reset the algorithms 
that deliver content. This needs to be made a standard, particularly for those websites and 
services that are geared towards children and teens, or for accounts held by teens and minor 
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children. There should also be an option to delete data on those services primarily targeted 
toward children and teens. 

As the GDPR Articles 16 and 17 creates for European users, we recommend offering 
American youth an “eraser button” or  the chance to correct, “seal” or delete their “digital 
permanent record” — modeled on and underpinned by the same developmental sentiments 
that shape how juvenile criminal offenses are handled in a US court of law.62 Older adoles-
cents have often reflected on their concerns about their own use and content shared online 
as younger adolescents, and some have even gone so far as to create new accounts in an at-
tempt to leave behind youthful interactions and expressions. GDPR Article 17 lays out a right 
to removal, while Article 16 specifies the right to “rectification” of collected data. We must 
give youth the opportunity to truly delete the data trails that linger and the digital dossiers 
that accrete information about them even after they disable or delete old accounts. 

The data trails that youth create through the very fact of being online do not only feed the 
machine of targeted advertising online, they also underpin the algorithms that decide what 
content a person does or does not see on many social media sites. As a part of an eraser 
button, the FTC should consider offering young people the chance to “reset” the algorithm 
and the data used to deliver content in the algorithmic recommendation systems and feeds 
that populate their online lives — as a part of a suite of data protections and tools for 
young consumers. 

There are very real reasons to work towards identifying younger users in online spaces (for 
instance, so that a set of basic protections, including limiting or eliminating capture and 
retention of geolocation data, among other types of data, can be developed). However, the 
manner through which age is verified matters. Though COPPA has been criticized for its 
reliance on consent (including Verifiable Parental Consent) and “actual knowledge” for age 
verification, more invasive methods to verify age must be considered carefully. In particular, 
the risks of verifying age through biometric surveillance may outweigh the potential harms 
of commercial surveillance for this age group. One approach would be to create a panel 
reviewing age verification methods and requirements that is sensitive to actual use — and 
to the needs of communities, such as LGBTQ+, the undocumented, and communities of color 
— whose information-seeking activities may be more impacted by both the perceived and 
actual risks of age verification through biometric surveillance, or through other methods of 
verification that have been proposed by industry, such as “social vouching.”63 Since critiques 
of the use of AI to verify age often focus on whether the technology can assess age accu-
rately, there is not enough attention being paid to whether age verification techniques like 
“video selfies” may deter important information seeking among vulnerable groups altogether. 
These risks must be weighed carefully. On the one hand, consent as a model is limited; 
parents and kids can share devices and accounts, parents are not always available to provide 
consent, and often, the requirement of parental consent can deter information seeking 
among the most vulnerable. But biometric surveillance could create an enormous repository 
of personal data about children and adults and the potential for that database to be misused.

Corporations and advertisers that wish to continue to collect data about consumers, in-
cluding minors, argue that giving notice of data collection practices and asking for consent 
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for collection provides a reasonable response to concerns about consumer data collection 
and surveillance. Even for adults, there is little evidence that requests for consent are 
appropriate protections from data collection. And minors are not even legally allowed to 
provide consent. This leaves mechanisms for notification and consent that are either easily 
bypassed or which foist parents into a situation that creates great friction. The friction of 
parental consent can not only deter a minor’s legitimate access, it can also prevent com-
panies from providing services in the first place. We can see this with COPPA’s convoluted 
Safe Harbor requirements and its contribution to “platform deserts” for children ages 5–12.

Parents are not the answer to child privacy and data protection. Rather than yet again 
placing the full weight of responsibility for protecting children on the backs of parents, we 
need to move away from an exclusively individual focus and provide some basic floors — 
similar to those established in the UK’s Age Appropriate Design Code including restrictions 
on geolocation data64 or the use of “nudge techniques” pushing children to disclose or 
share more personal information65 — to protect minors from data collection (Q19). Right 
now, collecting this data and selling it, and then using it to track and manipulate children and 
families, is too easy. We need rules to make this data collection truly costly, so companies 
will choose not to do it, rather than putting the onus on the parent or child user to manage it 
across multiple and numerous platforms.

As the FTC contemplates rulemaking about consumer data practices, it must consider minor 
children as a unique protected class that requires some basic data protections. We believe 
that the FTC must require:

•	 �Transparency from corporations in all parts of the consumer data ecosystem about 
their data practices.

•	 �Data minimization with carve outs for data collected for harm prevention research, 
and robust, painful enforcement of data minimization and retention rules, especially 
for minors.

•	 �An “eraser button” for children’s data and reset buttons for algorithms driven by 
these data.

•	 �Age verification to be a robust, layered process, and not just based on biological age.

•	 �Create basic parameters of protection for minor accounts, rather than placing the 
entire burden of child data protection on the shoulders of overwhelmed parents. 

•	 �Do not depend on parents to manage the data surveillance and consent regimes 
for youth.

6. The FTC’s regulations must protect workers, who are particularly vulnerable to  
commercial surveillance, and be attentive to the myriad ways that surveillance is  
used to control them. 

In investigating the harms to workers, the FTC must foreground the fact that their status 
renders them into “captive populations” for whom data collection practices are imposed by 
employers; as a result, standards around consent should be considered differently from other 
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types of consumers (Q79).66 Workers as a category are particularly vulnerable to commercial 
surveillance because employers have broad rights over workers to surveil, control, and wield 
power and information asymmetries that favor employers’ interests.67 Few workplace-spe-
cific privacy protections exist to limit their scope. Moreover, companies’ business models 
increasingly misclassify their workforces as independent contractors in order to exclude 
them from standard labor protections and benefits, leaving the low-wage workforce with 
even fewer avenues for recourse against unfair or deceptive practices.68 The FTC should 
continue to include independent contractors in its definition of workers, and should consider 
how digital platform companies are both at the forefront of experimenting with new surveil-
lance practices and at the same time are evading legal accountability as employers.69 

A key issue is that workers’ consent to data collection is difficult or impossible to mean-
ingfully obtain because the imposition of data-driven technologies are often required as 
part of the employment contract or are embedded into the labor process (Q74). The use of 
digital platforms to manage workers has made it easier for companies to frequently change 
privacy policies, and workers may only be informed through a lengthy user agreement that 
they are pressured to immediately accept in order to clock in to work. However, policies to 
grant workers more choice to opt-out of data collection (Q80) may be insufficient to ad-
dress aggregate harms to workers and may come with penalties on workers who decline to 
provide their data. For instance, as part of employer-mandated health insurance programs, 
some employers have introduced wellness-tracking apps that track workers’ physical 
movements as well as require them to submit sensitive information about their diets, 
smoking habits, and family medical histories. Although use of such apps are often opt-out, 
employees who refuse are typically required to pay higher premiums and other increased 
costs to their health insurance.70 In Europe, the GDPR addresses this issue by stating that 
an employer cannot claim an employee’s consent as legal basis for data collection; if the 
employee will suffer negative consequences by refusing, then it is not considered freely 
given.71 While efforts to implement notice and consent from workers may provide some 
transparency on data collection and use, they ultimately place responsibility on individual 
workers and assume informed consent is easy and sufficient (Q76). However, workers may 
experience the same harmful or deceptive practices regardless of whether or not they have 
chosen to opt-out because broader workplace management decisions are often informed 
by aggregate rather than individual worker data.72  

The challenges to obtaining meaningful consent in the worker context also bear directly 
on the FTC ANPR’s concerns about transparency in the collection, use, and retention of 
consumer data (Q43). The goals of worker surveillance have expanded from conventional 
practices of evaluating labor processes or worker performance to trying to make predic-
tions about workers’ future behaviors, their emotional states and mental health, their social 
interactions, and their financial status. A recent industry survey found that, since 2018, 
more than 550 tech products have emerged that collect, aggregate, and analyze data 
about workers across every aspect of employment, from hiring and beyond.73 These largely 
unregulated third-party companies amass data from myriad sources, including biometrics, 
customer reviews, credit scores and financials, both on-and off-the-job behavioral data, 
and more.74 Workers have little transparency or input into what counts as good, accurate 
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information or whether assessments about them are fair. For example, racial and gender 
biases, as well as discrimination against people with disabilities, have all been documented 
across automated decision-making in hiring, management, and performance evaluation.75 
However, the harms workers face go well beyond issues of bias and discrimination, but give 
employers significant power to target, control, and manipulate workers in ways that damage 
their physical, emotional, and financial well-being. Companies can deceptively leverage 
data to engage in wage theft and wage suppression,76 pressure workers to risk safety 
to meet high productivity benchmarks, target financially insecure workers for predatory 
payday loans,77 and suppress labor organizing.78 In defining unfair and deceptive practices, 
the FTC must prioritize investigating forms of surveillance that explicitly target vulnerable 
categories of workers, particularly low-wage workers who have less bargaining power and 
job mobility. Importantly, efforts to merely empower individual workers with more access to 
their own data are insufficient. Regulatory efforts must instead prioritize developing stan-
dards for how and why data is collected and used to make decisions about workers. 

We ask the FTC to:

•	 �Recognize that workers are unlike consumers in that they do not have even an osten-
sible choice over the extent to which they are subjected to commercial surveillance.

•	 �Focus on investigating harms experienced by low-wage workers and others who 
have fewer means to contest additional pressures and penalties introduced by 
workplace surveillance. This entails holding both employers and third party  
developers accountable for how technologies are designed and deployed. 

•	 �Ensure that assessments of automated decision-making systems include appraisal 
of whether such systems abide by current workplace protection laws. 

•	 �Restrict or ban the use of automated decision-making tools in some aspects of the 
hiring process, given their demonstrated record of bias and discrimination.

�In conclusion, we thank you for grappling with commercial surveillance and data security 
practices that threaten consumers and prevent a just and fruitful American technology 
ecosystem. Pursuing rulemaking on commercial surveillance and data security practices is 
crucial for this end. Any potential regulations must require transparency tools, accountabil-
ity mechanisms, and rules that deftly and fervently protect the many ways discrimination 
and coercion arise. We look forward to supporting the FTC in this effort. 

Sincerely, 

Serena Oduro, Policy Analyst

Sareeta Amrute, Principal Researcher/	
Program Director

Jenna Burrell, Director of Research

Robyn Caplan, Senior Researcher

Amanda Lenhart, Program Director

Alexandra Mateescu, Researcher

Jacob Metcalf, Program Director

Meg Young, Participatory Methods  
Research Fellow
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