
IMPACTS OF THE BLUEPRINT FOR AN 
AI BILL OF RIGHTS
The Blueprint for an AI Bill of Rights (AIBoR) was developed to provide a foundation for 
a comprehensive, rights-based policy framework that could be used by a wide array of 
policy and regulatory entities. In less than one year, we have seen its influence across 
state legislatures, in federal agencies, and through executive actions. Examples of the 
impact the AIBoR has had on policy since its launch in October 2022 include:

DATE TITLE WHAT IT DOES

February  
2023

EO 14091 Requires federal agencies to protect 
the American public from “algorithmic 
discrimination.”

March  
2023

CA AB 331 Adapting the definition provided by EO 14091, 
the proposed bill prohibits “algorithmic 
discrimination” in CA state law.

April  
2023

Joint Statement by 
EEOC, CFPB, DOJ, FTC

Clarifies federal agency commitments to 
enforce against discrimination and bias in 
automated systems.

May  
2023

EEOC Guidance on AI 
and Title VII

Clarifies the application of Title VII to 
algorithmic decision-making tools used in 
employment selection procedures, e.g., hiring, 
termination, promotion.

June  
2023

CT SB 1103 Establishes Connecticut working group to 
assess the AIBoR to make recommendations 
on AI state regulation, and to adopt a similar bill 
of rights for the state.

August  
2023

Primer on Approaches 
to Regulating AI by the 
National Conference 
of State Legislatures

Presents an overview of AI policies, including 
the principles of the AIBoR, for consideration by 
state legislatures.

August  
2023

CA Senate Concurrent 
Resolution 17

Affirms the CA legislature’s commitment to 
“President Biden’s vision for safe AI and the 
principles outlined in the Blueprint for an AI Bill 
of Rights.”

September 
2023

CA Executive Order 
N-12-23

Orders CA state agencies to issue guidelines 
on public sector use of generative AI, building 
on the guidelines put forth in the AIBoR.

September 
2023

Veterans Affairs 
Trustworthy AI 
Framework

Creates a framework governing the VA’s design, 
development, acquisition, and use of AI that 
incorporates the principles of the AIBoR.

As of September 20, 2023



BLUEPRINT FOR AN AI BILL OF 
RIGHTS: MAKING AUTOMATED 
SYSTEMS WORK FOR THE 
AMERICAN PEOPLE

The Five Key Principles:
These 5 key principles of the Blueprint for an AI Bill of Rights provide guidance 
whenever automated systems can meaningfully impact the public’s rights, 
opportunities, or access to critical needs.

1 Safe and effective 
systems

3 Data Privacy

2 Algorithmic 
Discrimination 
Protections

4
Notice and 
Explanation

5 Human Alternatives, 
Consideration, and Fallback


