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CORPORATE CAPTURE
By Burcu Baykurt

The growing reliance on computational infrastructures in public agencies 
fundamentally transforms what counts — and is counted — in government. 
This essay examines corporate capture as a critical feature of the datafied 
state to demonstrate how the political economy of data-driven technologies 
shapes statecraft in the digital age.

Corporate capture, in broad strokes, refers to how companies attempt to 
influence and control governance to advance their interests. This phenome-
non, also known as regulatory capture, includes strategies such as lobbying, 
public relations campaigns, direct contributions, privatization, and policy 
interference.1 Many industries use these methods to minimize state inter-
vention, advocate for market-driven policymaking, and shape policy de-
bates, often at the expense of the public interest.2

While corporate capture in the datafied state resembles regulatory  
capture in other sectors, the evolving ties between the state and the tech 
industry also introduce a range of novel techniques and meanings of corpo-
rate capture. In this essay, I discuss two types of capture to explain how  
the datafied state interfaces with tech companies.

The first type, corporate capture, refers to the ways tech firms exert eco-
nomic and political influence over the state. I specifically focus on the narra-
tives and modalities of influence taken up by contemporary tech companies 
to establish and sustain their sway over governments, which increasing-
ly rely on data-driven techniques. The second type, capture corporations, 
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describes how the industry’s capture of the datafied state has created an 
entirely new market.3 I highlight the ways tech companies, small and large, 
build new businesses by capitalizing on captured public data and services, 
transforming them into new commodities. My empirical analysis focuses on 
cases originating from Silicon Valley and circulating in a Euro-Atlantic con-
text, but I hope the conceptual discussion invites a conversation with schol-
ars who trace capture practices in the global majority.

 As the state undergoes datafication, I suggest that capture by the tech 
industry extends beyond safeguarding market interests. Companies assume 
responsibility for delivering public services, adopt state-like roles, and de-
velop commercial ventures harnessing public datasets and services. These 
novel entanglements raise questions about accountability, equity, and dem-
ocratic governance. They also fundamentally challenge state capacity, the 
concept of the public interest, and the prospects of political resistance. This 
essay aims to inform these critical questions by discussing the shifting prac-
tices and scope of corporate capture.

Corporate Capture and the Tech Industry
Tech companies, like their counterparts in other sectors, use lobbying, pub-
lic relations campaigns, academic research, and industrial action to mini-
mize state intervention and promote market-oriented policymaking. The in-
dustry is well-versed in using multiple strategies to shape the terms of policy 
debates and positioning its interests beyond the reach of regulation.4 Dating 
back to the 1990s, Silicon Valley’s exponential growth, driven by ubiquitous 
data collection, has been facilitated by state subsidies and policymakers re-
fraining from interference. 5 Behind the facade of innovation and growth, 
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governments have consistently avoided intervening in the emerging tech 
industry, which has now evolved into the dominant big tech byword.6

 The captive ties between government agencies and the industry deep-
ened during the post-2008 austerity era. Faced with dwindling public funds 
and persistent criticisms of inefficiency within the state, policymakers 
turned to the tech industry’s vast capital reserves and extensive computa-
tional infrastructure as potential solutions. Through initiatives like smart 
city programs, civic tech partnerships, or digital inclusion efforts, tech com-
panies have increasingly partnered with local, state, regional, and national 
governments. Public agencies eagerly embraced the participation of the tech 
industry to help modernize governments’ decaying information systems 
while testing work-in-progress, novel technologies that could upgrade public 
services. Tech companies welcomed this invitation to maintain friendly rela-
tionships with public agencies, bolster their interests, and seek new avenues 
of expansion and experimentation.

The industry soon extended its influence into civic and academic initia-
tives as well, ultimately promoting a new model of government that acts like 
a platform.7 Particularly in the 2010s, many civic and academic organiza-
tions advocated for investment in open data infrastructures, fostering col-
laboration with technologists, and adopting a startup mindset within public 
agencies.8 Public officials often boasted about fully embracing new technol-
ogies and treating government operations akin to entrepreneurial ventures. 
With data-driven technologies integrating into state capacity, tech compa-
nies have started claiming a stake in governance.

While proponents argue that the emerging partnerships between firms 
and government are win-win, it is apparent that many are established on 
unequal terms. The tech industry’s capital dominance and monopolistic 
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control over knowledge production underlie its asymmetrical relationship 
with governments.9 Tech companies also exploit the weakening of public 
administration,10 especially during the post-2008 austerity era, to assert their 
superiority. By highlighting the inefficiencies of government agencies, they 
present their prowess in computational infrastructures and data science as 
the epitome of expertise. This narrative, coupled with ongoing budget cuts 
and downsizing in public institutions, which set up government agencies 
to be incapable of delivering on their mandates, aims to infantilize govern-
ments and promote privatization. It also seeks to establish tech firms as in-
dispensable partners or even substitutes in governance.

As a result, tech companies increasingly secure government contracts 
to streamline or deliver public services, while promising substantial cost 
savings. One example is fraud-detection systems, which use machine learn-
ing models as a means to detect fraud. Public agencies adopt these opaque 
systems without thoroughly reviewing how they make decisions. A few 
well-publicized scandals have already revealed that fraud-detection systems 
often falsely accuse people and perpetuate discrimination against minori-
tized groups.11 Similar issues arise in risk assessment algorithms in criminal 
justice, predictive policing, or refugee flow forecasting. Despite high-profile 
scandals, tech companies and public agencies continue launching and ex-
perimenting with these algorithmic systems, often with insufficient public 
scrutiny.

In addition to being summoned by public agencies, tech companies lever-
age their perceived economic and epistemological superiority to position 
themselves as key actors in policy making. Take Google’s Environmental 
Insights Explorer (EIE). In 2018, the tech giant launched a global data plat-
form aimed at helping cities monitor their carbon emissions and develop 
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climate action strategies.12 Google promotes the EIE as an opportunity for 
cities to “access Google’s mapping data and ML [machine learning] capabil-
ities” freely, thereby asserting itself as an indispensable partner to govern-
ments. However, besides greenwashing Google’s substantial contribution to 
global emissions, the EIE simplifies a complex climate action plan by fram-
ing it as a data issue. It tries to portray tech companies as having a suppos-
edly vital role in policymaking as gatekeepers of data capabilities.13

In some ways, corporate capture in the datafied state is similar to regu-
latory capture in other sectors, wherein the industry cozies up to govern-
ment agencies to safeguard its interests and evade regulation. What sets it 
apart is the growing transactional ties, where the tech industry deliberately 
exploits cash-strapped public institutions and asserts its superior expertise 
in data science. Especially since the 2010s, under the guise of public-private 
partnerships, tech companies have effectively turned the datafied state into 
a reliant client.14 In these so-called partnerships, companies feign a commit-
ment to sharing the risks and responsibilities of modernizing the delivery 
of public services. However, the terms of the partnerships are rarely equal, 
and these initiatives do no more than facilitate the tech industry’s capture of 
the state.

In the datafied state, tech companies weave their commercial interests 
with governments while using public agencies as sites of experimentation 
for work-in-progress software. Public agencies often shy away from regu-
lating the business model of the industry, have trouble enforcing contracts, 
and cannot thoroughly review the scope of data-sharing or ownership.15 
Moreover, the industry’s solutions essentially transform the intent behind 
public services. Fraud-detection systems, for example, reframe a social 
security guarantee for the most vulnerable (welfare benefits) as a task of 
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optimizing public funds. Ultimately, tech companies become “public actors 
without public values” in governance.16 Their interests and techniques take 
precedence over the common good and fundamentally challenge the notion 
of the public interest.

A New Kind of Tech Capture: Capture 
Corporations

As the datafied state grows, corporate capture extends its reach and 
changes form. I suggest that a new type of capture has emerged in recent 
years, which I will call “capture corporations.” Capture corporations intend 
to transform the datafied state into a new frontier for the tech industry. 
Beyond privatization or outsourcing public services, capture corporations 
seek to build new businesses by commodifying captured government data 
and services for other industries such as logistics, health care, urban plan-
ning, or other governmental or intergovernmental agencies.

I turn to Philip Agre’s theorizing of capture to elucidate capture corpora-
tions.17 Though he initially talks about models of privacy, Agre’s discussion 
offers a helpful framework for thinking about data capitalism and state 
power.18 Drawing from computing practices, Agre defines capture as the 
process of restructuring human activities into a computer system’s languag-
es. This parsing of human activities, he argues, is not a mere translation but 
an “active intervention in and reorganization of [human] activities.”19 He 
also suggests that given capture reduces transaction costs of economic ac-
tors, it may usher in a “trajectory toward an increasingly detailed reliance 
upon (or subjection to) market relations.”20 Building on this, I suggest that 
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tech companies’ computational capture (i.e., grabbing and parsing) of vast 
amounts of government data and services over the last few decades has giv-
en rise to capture corporations, that is, new practices for market-making.

The shift in the business of computing toward a software as a service 
model has paved the way for capture corporations. The rise of cloud infra-
structures creates new interdependencies between public institutions and 
big tech companies such as Amazon, Google, and Microsoft.21 Government 
agencies become prime targets for expanding the industry’s new and of-
ten excessive capabilities. Capture corporations also exploit governments’ 
adoption of behavioral approaches in policymaking and their desire to 
turn public spaces into sensor-driven environments.22 As a result, the na-
ture of capture in the datafied state evolves from a transactional relation-
ship into an extractive one. Tech giants and startups alike seek to grab 
more public data and services, repurpose them as new products, stake a 
claim in public revenues, or bind government agencies to new platforms or 
subscription services.

 One striking example of capture corporations is Amazon’s agreement 
with the UK Health Service (NHS) in 2019, wherein Amazon gained free ac-
cess to healthcare information collected by the NHS. The deal allowed the 
company to “create new products, applications, cloud-based services and/or 
distributed software” and share the information with third parties.23 Critics 
rightly pointed out the lack of transparency in the process and the uphold-
ing of commercial interests over the public interest.24 In response to public 
outcry, NHS officials stressed that no patient data were being shared and 
the information provided to Amazon was already available online.25 But this 
case illustrates a tech giant’s rapacious capture of a critical public infrastruc-
ture. It exemplifies how public agencies, under the guise of adapting to the 
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digital era, also underwrite tech giants’ foray into new markets by giving 
away public information at no cost.

 Public institutions also enter into new kinds of revenue-sharing or li-
censing agreements with capture corporations. The city of Toronto, for ex-
ample, has partnered with PayIt, a cloud provider of digital payments for 
governments, to “streamline how residents pay their property taxes, parking 
tickets, and other municipal services.”26 The deal ensures that PayIt receives 
a portion of each payment made through the platform. In other words, by 
becoming an intermediary between the city and residents, PayIt gains a 
share of the city’s public revenues while establishing a lock-in situation 
on its platform for residents and local government. Similarly, in 2022, the 
Federal Communications Commission (FCC) in the United States contracted 
CostQuest to overhaul nationwide broadband maps, which are crucial in 
distributing federal funds for broadband deployment. Although the FCC and 
other government entities contributed to the creation of the CostQuest data-
base, the final product, the FCC National Broadband Map, is considered pro-
prietary. Access to the map is only possible through a licensing fee for public 
and private institutions.27 Both of these cases exemplify how capture corpo-
rations increasingly seize public information and turn it into proprietary 
products while fostering dependencies for government agencies. 

 The growth of capture corporations has ultimately spurred a new mar-
ket known as GovTech. 28 Several small to midsize startups now compete to 
transform public services and data into new business ventures. These firms 
specialize in various areas, such as optimizing utility management, regu-
lating curbs and parking spaces, and providing data analytics services to 
government agencies and private companies. GovTech, still a nascent and 
somewhat ambiguous market, illustrates the ambition of the industry to 
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capitalize on the datafied state as a profitable domain. Particularly in the 
United States, it exploits the image of a slow and cumbersome government 
bureaucracy and claims legitimacy via the widely accepted practice of con-
tracting public services out to private companies in the name of efficiency.29 
But instead of selling software and data to the public sector, these firms ex-
tract value from government services and data, creating new avenues for 
profit. GovTech deeply intertwines the datafied state and the tech industry, 
surpassing the realm of regulatory capture.

 It is difficult to anticipate whether these changes will strengthen or 
weaken state capabilities and what kind of counteract measures public 
agencies and counterpublics30 may develop against capture corporations. 
Thus far, it appears public officials rarely consider the consequences of 
expanding capture corporations beyond their initial purpose, potentially 
becoming intermediaries for a broader range of transactions and interac-
tions.31 There is not enough discussion about whether GovTech firms — and 
the profitability of government services and datasets — might dictate how 
public officials define or prioritize social problems. Nor is there a conversa-
tion about where to draw the line when it comes to embedding these firms 
in public governance.32 In addition to undermining accountability and cor-
rupting public agencies, capture corporations may compromise civic capac-
ity too. The abundance and accessibility of data,33 driven by their lucrative 
prospects, might shape the trajectory of data publics.34

Conclusion
Corporate capture in the datafied state comes in many forms and degrees. 
This essay intended to offer conceptual clarity on the shifting practices 
and extent of capture. I have discussed that tech companies solidify their 
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influence over the state through increased lobbying, seizure of public re-
sources, and emphasis on computational competence. Government agencies 
outsource public services to tech firms, implement automated administra-
tive tools, and enter data- and revenue-sharing agreements. The tech  
industry further infiltrates the state by creating new dependencies via  
cloud computing infrastructures and data analytics tools.

This intensifying dependence on technology companies and digital in-
frastructures indeed undermines the regulatory capacity of public agencies, 
impeding their ability to regulate the entrenched power of the industry 
and hold tech companies accountable. As data capitalism and state capacity 
continue to blend, often seamlessly, we need more on-the-ground documen-
tation of how these captive ties reshape state capacity, perpetuate harms 
and social stratification, and obstruct the public interest.35 The techniques 
and implications of corporate capture may vary in different policy areas 
(e.g., tax, privacy, or algorithmic accountability); across authoritarian and 
democratic datafied states; and at local, national, or international levels of 
policymaking. However, what remains constant is the pressing need to fight 
against this increasingly concentrated power of the tech industry, demand 
robust regulatory action from governments, and radically rethink digital in-
frastructures, especially within the datafied state, in a way that centers the 
interests of publics. 
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