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AI Governance Needs Sociotechnical Expertise

Successful AI governance requires expertise in the sociotechnical nature of AI systems.1 
Because real-world uses of AI are always embedded within larger social institutions and 
power dynamics, technical assessments alone are insufficient to govern AI. Technical de-
sign, social practices and cultural norms, the context a system is integrated in, and who de-
signed and operates it all impact the performance, failure, benefits, and harms of an AI sys-
tem.2 As the National Institute of Standards and Technology’s (NIST) AI Risk Management 
Framework (RMF), which was designed to provide guidance to organizations developing, 
deploying, or using AI systems, rightly notes, “AI systems are inherently sociotechnical in na-
ture, meaning they are influenced by societal dynamics and human behavior.”3 Sociotechnical 
research, “an approach to studying technologies within their social, political, economic, and 
cultural contexts,”4 can improve system design,5 reveal discrimination,6 and advance account-
ability in ways that a purely technical approach to evaluating AI systems cannot.7 

Putting this knowledge into practice will require the expertise of those in the humanities and 
social sciences who are equipped to conduct research on the interplay between AI systems 
and society. AI governance and risk management efforts that neglect to engage with experts 
focused on society, culture, politics, and the economy may produce AI systems that tech-
nically perform as intended but “fail” when deployed in the real world.8 Early research has 
shown that when sociotechnical approaches are integrated into AI development and testing 
and in use-feedback, positive outcomes significantly increase for impacted communities, 
users, and AI developers.9 Sociotechnical research and approaches have proven crucial to AI 
development and accountability — the key will be implementing AI governance practices that 
employ the expertise required to reap these benefits.

This policy brief explores the importance of integrating humanities and social science exper-
tise into AI governance. We recommend this brief to any policymaker, researcher, or other 
stakeholder — in the US or abroad — working to advance AI safety tools, conduct qualita-
tive work on algorithmic impact assessments or other AI assessments,10 craft AI procurement 
standards, or engage in AI hiring efforts.11 This brief is not meant to devalue technical inter-
ventions in AI governance; rather, we aim to highlight the full gamut of expertise needed to 
create an accountable AI ecosystem, including perspectives outside of STEM disciplines. 

The Benefits Humanities and  
Social Science Can Bring to Our Current Moment

Advancing AI safety requires governance structures and policy solutions that recognize the 
sociotechnical nature of AI systems.12 Notably, the field of safety engineering has long inte-
grated a sociotechnical lens, recognizing that safety cannot be guaranteed when social com-
ponents are ignored.13 Analyzing fatalities caused by public testing of autonomous vehicles 
as a case study, for example, Inioluwa Deborah Raji and Roel Dobbe have described how 
a strictly technical engineering perspective often misses the true causes of system failures. 
Reports they describe by the National Transportation Safety Boards (NTSB) on two auton-
omous vehicle crashes concluded that in both cases, vehicles featured appropriate technical 
safety measures, and it was the fact that human operators rarely used those functions, or did 
so hesitantly, that caused the crashes14 Safety is about more than sound design of technical 
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functions; it must also include practices like stakeholder engagement and a consideration of 
societal interactions at a broader scale to ensure that AI systems are safe from the perspective 
of the communities who will be impacted by them once they are deployed.15 

Below, we outline some of the ways humanities and social science methods and expertise can 
help us to assess the performance and mitigate the harms of AI systems.

1. Generative AI Assessment

Historically, methods meant to identify and mitigate algorithmic harm have been predicated 
on specific use cases. Generative AI upsets this paradigm, with one multi-purpose model 
often deployed across a wide array of use cases. Where traditional machine learning ap-
proaches can systematically catalog the impacts of a system for a particular setting and set of 
impacted stakeholders, generative AI — especially the most powerful “foundation models” — 
are not tethered to a predefined set of uses and users.16 

This expansiveness of generative AI means it is difficult to ensure comprehensive assessment 
and responsible evaluation through strictly technical methodologies. Humanities experts, social 
scientists, and user experience (UX) researchers and designers offer a tangible starting point 
for expanding the sociotechnical analysis of generative AI and addressing its technical and so-
cial dimensions simultaneously.17 For example, University of Washington researchers applied 
the method of autoethnography to track their members’ use of generative AI and associated 
self-reflections over several months, using this qualitative, ethnographic study to determine the 
technology’s accessibility. Their analysis uncovered subtle ableism in some AI-generated results. 
To achieve a deeper understanding of the impacts of generative AI and articulate approaches to 
govern its use, many forms of disciplinary expertise must be assembled.

2. Auditing and Assessing Impacts

It is imperative that AI audits and impact assessments center humanities and social science 
expertise that enables the thorough investigation of AI-powered systems’ impact on society. 
Technical approaches alone cannot fully capture AI’s real-world benefits and harms, and can 
also frustrate efforts to promote transparency and engage the broader public. For example, 
it will be difficult to holistically assess algorithmic impacts in the public interest if devel-
opers audit their own AI systems and document only a narrow set of technical concerns.18 
Transparency and accountability are harder to achieve if assessments are only crafted by and 
decipherable to technical experts. Assessments should encourage consultation with histor-
ically marginalized communities, identify preventable harms, and standardize the informa-
tion available for further research about which AI systems are used in which contexts and for 
which purposes. 

Broader sociotechnical evaluations engage multidisciplinary stakeholders, who can identify 
the impacts of existing and emerging technologies more comprehensively. A key example 
comes from auditing in the social sciences, which have historically played a critical role in 
enforcing civil rights statutes. Social science audits have often employed participatory ac-
tion research (PAR) methods, where researchers and community members work together to 
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develop and execute studies that accurately reflect the interests of impacted parties and aim 
to detect instances of discrimination.19 One notable instance relates to studies on housing 
discrimination, where large-scale audits supported by the Department of Housing and Urban 
Development, in collaboration with researchers and community organizations, revealed dis-
criminatory practices against Black prospective homebuyers and tenants. In today’s land-
scape, housing approval processes often employ algorithmic systems, and similar participa-
tory methods in AI assessment are needed to determine whether biases are being inadver-
tently perpetuated through technical means.

One participatory method that has shown promise in recent years is the adoption of crowd-
sourced AI audits, which often employ user-donated data that researchers analyze for in-
stances of discrimination. This approach mirrors the principles of PAR methods in social sci-
ence auditing, emphasizing the importance of community involvement and input for more 
meaningful evaluations.20 By involving stakeholders from diverse backgrounds, enabling them 
to gain a deeper understanding of AI’s impacts and effectiveness, and offer feedback accord-
ingly, these methodologies are able to provide more robust findings.

3. Public Participation

Civil society organizations, academics, and policymakers have underscored the need for public 
participation, which “consists of measures that offer opportunities for people most likely to be 
affected by a given system to have influence into the system’s design and deployment, including 
decision-making power.”21 Especially as AI systems are integrated in areas that impact civil and 
human rights, it is important that communities are meaningfully engaged with and empowered 
to shape whether and how these systems are integrated into their lives.22 

Social science and humanities expertise and methods can help communities engage in the 
AI development and deployment process. Participatory methods in human-computer in-
teraction (HCI) derive from ethnographic disciplines such as anthropology and sociology. 
Methods such as iterative testing, surveys, and focus groups can provide opportunities for 
participation in many forms and across the AI lifecycle, including in risk and harm identifica-
tion, identifying design and measurement challenges, building trustworthiness methods, and 
establishing feedback loops with end-users and historically marginalized communities.23
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Applied Sociotechnical Research:  
From Product Design to Real-World Impacts

While humanities and social science disciplines may seem separate from STEM and technology 
development, they have been essential contributors to breakthrough technologies well before 
AI. Anthropologists were famously part of the first cybernetics meetings in the 1940s, and the 
field of user experience (UX) research and design began with tech companies hiring ethnogra-
phers.24 Since Xerox PARC’s early, experimental practice of incorporating social scientists into 
the product development process in the late 1970s, ethnographers have been part of the tech 
workforce and contributed to R&D efforts.25 In the 1980s, social science methods were often 
filtered through interaction design and human-centered design in attempts to make user inter-
face research and design more socially responsible, and the term “user research” was used.26 In 
the 1990s, as digital technologies became more widespread, more anthropologists entered tech 
companies.27 Today, humanities and social science experts are employed at places like Microsoft 
Research, Apple, IBM, Intel, and the Institute for the Future; they are also working at newer com-
panies like Google and Meta and in consultancies like Gemic, Stripe Partners, and IDEO. Their 
vital insights help technology companies anticipate design needs.

While humanities and social science experts may be involved in responsible AI, DEI (diversity, 
equity, and inclusion), sustainability, and ethics teams outside of or adjacent to product teams — 
corners of tech where social scientists have an outsized presence — they are often marginalized 
within corporations. Experts who work on AI ethics and responsible AI issues are often tasked 
with solving systemic problems without necessary support. Discussing the resulting burnout ex-
perienced by responsible AI practitioners, AI ethicist Emmanuel Goffi noted that the AI field 
is not “really open to the humanities,” which leads developers to pursue a “quick technical fix” 
instead of “ethical thinking [that goes] deeper…and [applies] to how the whole organization 
functions.”28

Relegating humanities and social science expertise to the periphery while pursuing a purely tech-
nical fix disregards the fact that AI systems require and benefit from a broader sociotechnical 
evaluation. Engaging sociotechnical expertise provides opportunities to create robust and itera-
tive responses, and processes to inform and shape AI development, use, and oversight. Building 
off of capability evaluations (currently the dominant way to engage in safety evaluations), Google 
DeepMind researchers have proposed a sociotechnical safety evaluation of generative AI systems 
by incorporating two additional layers to safety evaluation: human interaction and systemic im-
pacts.29 These additional considerations are intended to better evaluate the wider context around 
AI’s real-world performance — instead of relying solely on technical functions to assess safety.30 

The Google DeepMind researchers’ call for a sociotechnical approach to evaluating generative AI 
systems mirrors that of Genevieve Bell, an anthropologist who started Intel’s first user experience 
group in 2005. Bell called for a more holistic approach to building and evaluating AI systems: 
“One of the first things that I realized is everyone is still thinking about AI like it is a computer 
science problem, and it is not. AI is going to move well beyond computers, and that will affect our 
lives.”31 The expertise exists — in academia, in companies, and elsewhere — but to reap the ben-
efits, humanities and social sciences must be actively integrated into AI governance and risk man-
agement efforts and practices. 
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Recommendations for Building an AI Governance and 
Risk Management Ecosystem Equipped to Handle the 
Sociotechnical Nature of AI Systems

We offer the following recommendations for incorporating humanities and social science 
methods and expertise into government efforts. While we have focused our recommendations 
on the American federal government, they are relevant to all government efforts, including at 
the state and local level and internationally. 

1. Federal hiring efforts related to the National AI Talent Surge and the Office 
of Management and Budget’s (OMB) memo on agency use of AI must in-
vest in humanities and social science experts.32 Humanities and social science 
experts should be a focus of hiring efforts aimed at addressing the many issues with 
and potential opportunities of AI systems, as well as for roles facilitating meaningful 
public participation. As NIST notes in the AI RMF playbook, it is particularly im-
portant that “personnel with expertise in participatory practices” are involved in 
mediating between technical experts and the public to address AI risks.33 Postings 
should include roles for experts with purely humanities and/or social science exper-
tise who focus on sociotechnical research, instead of requiring applicants to also have 
technical expertise. Chief AI officers can also center the sociotechnical analysis of AI 
systems and prioritize humanities and social science methods and expertise in their 
agency work. 

2. During procurement processes, agencies should require vendors to incorpo-
rate sociotechnical research and evaluation methods. Federal procurement is 
a key opportunity to ensure that vendors are engaging in “sound internal AI system 
assurances.”34 As this brief explores, a sociotechnical understanding and analysis of 
AI systems is crucial to determining their safety, efficacy, and impacts. By requiring 
vendors to demonstrate that they have engaged in a sociotechnical evaluation of their 
systems during a procurement opportunity, agencies will be better able to ensure that 
they are procuring well tested and aligned systems, and to enforce AI accountability 
practices throughout the industry. 

3. Humanities and social science methods and expertise should be included 
in the development of all guidelines and standards for AI assessment, re-
search and development (R&D), and policy. As this policy brief explains, un-
derstanding AI systems — from the harms they can proliferate to the opportuni-
ties they offer to innovate — cannot be fully realized without humanities and social 
science methods and expertise. It is essential that all efforts to advance the devel-
opment of AI assessment tools, methods, and policies, from NIST’s US AI Safety 
Institute to AI auditing to R&D programs, prioritize humanities and social science 
approaches alongside technical approaches. 
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